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Abstract 
Anticipating the occurrence of financial bubbles holds paramount significance as it empowers 
investors to make judicious decisions and navigate potential losses adeptly. Additionally, the 
prediction and identification of bubbles play a pivotal role in achieving financial stability objectives. 
In light of these considerations, this research paper endeavors to address the challenge of 
predicting financial bubbles through a methodology that integrates the BSADF test with machine 
learning algorithms. The initial phase involves the identification of bubbles within the stock prices 
of all entities comprising the STOXX 600 index, followed by the application of a machine learning 
framework to forecast bubble values. The study aims to discern and incorporate all relevant 
features for the prediction of bubbles, employing a diverse array of neural network algorithms to 
formulate forecasts. Subsequently, the research evaluates the out-of-sample prediction accuracy 
of these algorithms. 

Keywords: financial bubbles forecasting, BSADF, MLP, NBEATS, NHITS 

JEL Classification: G12, G17 

Introduction 
The contemplation of bubbles within stock or financial markets has garnered significant attention 
and discourse among economists, investors, and analysts. Bubbles, denoted by a rapid surge in 
asset valuations succeeded by an abrupt downturn, possess the potential to exert profound 
influences on the economy and individual investment portfolios. The Global Financial Crisis of 
2007-2008 and the ensuing Great Recession, often ascribed to the rupture of housing bubbles in 
several nations, have demonstrated the deleterious consequences that a decline in asset prices 
can inflict upon the actual economy (Gali et al, 2021). 
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Historically, recurrent instances of bubbles have frequently manifested during epochs of 
heightened productivity, as exemplified by the railway boom, electricity boom, chemistry boom, 
and the more contemporary internet and telecommunications boom (Abreu and Brunnermeier, 
2003). Throughout these intervals, there is a surge in profitability within certain industries, 
ultimately manifested in a rising trajectory of dividends. Investors' temporal perspectives contract, 
leading to investment strategies increasingly predicated on pursuing short-term capital gains. 
Consequently, these dynamics diminish the relevance of fundamentals in determining stock 
prices (Cerruti and Lombardini, 2022)). Notwithstanding the recurrent manifestation of this 
phenomenon, a universally acknowledged theory elucidating the genesis of bubbles remains 
absent from both theoretical and empirical literature. Nevertheless, consensus exists regarding 
the characterization of an asset bubble as a departure of the asset's market value from its 
fundamental value. Throughout economic history, there have been recurring instances of 
profound financial crises coinciding with the precipitous decline in asset prices within 
contemporary monetary and financial systems (Hashimoto et al, 2020). In theoretical terms, a 
bubble is deemed undesirable as it undermines both economic stability and efficiency (Wan, 
2024). Such phenomena have adverse effects on the balance sheets of corporations, financial 
institutions (Sakuragawa, 2021), and households (Wan, 2021). 

Predicting bubbles is crucial as it enables investors to make well-informed choices and sidestep 
probable losses. Early identification of a bubble permits investors to offload their assets before its 
collapse, thereby protecting their investments from significant price drops and reducing losses. 
However, forecasting bubbles in financial or stock markets is a complex task. It demands an 
extensive comprehension of market trends, economic indicators, and human psychology. Experts 
often point out the difficulty in predicting bubbles due to their basis in emotional responses and 
group dynamics, as opposed to logical decision-making. Furthermore, recent scholarly literature 
indicates that bubbles associated with tangible assets are inherently nonstationary phenomena 
linked to imbalanced growth. This suggests that comprehending the nature of asset price bubbles 
requires a departure from stationary models with a stable state to nonstationary models lacking 
such equilibrium.  

Technical analysis is a prevalent method for bubble prediction. It examines past price movements 
and market behaviors to spot potential bubbles. For instance, a sharp and rapid price surge, 
known as a parabolic rise, might indicate an impending bubble. Fundamental analysis is another 
technique, focusing on evaluating a company's or market's financial stability and performance. 
This helps in spotting assets or markets that are overpriced due to speculation rather than genuine 
economic progress. 

Additionally, macroeconomic factors like interest rates, inflation, and consumer spending are 
utilized by some experts to forecast bubbles. A significant rise in interest rates, for instance, could 
lead to falling asset prices, signaling a potential bubble. Despite these varied approaches, it's 
crucial to acknowledge the limitations of bubble prediction. Bubbles can persist longer than 
anticipated, and pinpointing their exact burst timing is almost impossible. Hence, portfolio 
diversification and not relying exclusively on bubble predictions is vital for investors.  

Notwithstanding these limitations, and in light of the significance of the subject matter, a 
substantial body of literature has been devoted to the scrutiny of diverse inquiries concerning 
financial bubbles across various financial assets, with a primary focus on bubble identification. 
Regarding the identification of bubbles, Phillips et al. (2011, 2015a, 2015b) have proposed the 
employment of the SADF method. Subsequently, they extended their investigation to encompass 
the generalized sup Augmented Dickey-Fuller and BSADF test methods, building upon the 
foundational SADF methodology. This approach not only facilitates the detection of periodic 
explosive bubbles but also enables the identification of the inception point of such bubbles. 
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Driven by the pertinence of bubbles to financial stability and the typical dynamics of the broader 
economy, our endeavor seeks to address the void in the realm of bubble predictions through the 
following contributions. 

Initially, we identify bubbles in the stock prices of all corporations constituting the STOXX 600 
index during the period spanning January 2015 to October 2023. Our approach is grounded in 
the methodological framework established by Brunnermeier et al. (2020), and we employ the 
methodology proposed by Phillips, Shi, and Yu (2015a,b) to estimate episodes of bubbles. This 
involves the application of the backward sup augmented Dickey-Fuller (BSADF) approach, 
allowing us to discern the temporal extent of the bubble, delineate its expansionary phase, and 
pinpoint its subsequent contraction phase.  

Secondly, we implemented the aforementioned methodology for all entities within the STOXX 
600, scrutinizing their statistical characteristics. Across all companies, we successfully identified 
3351 instances of bubbles during the specified period. Subsequently, detailed descriptive 
statistics for these identified bubbles are presented in the subsequent section. It is observed that 
a majority of companies experienced approximately six instances of bubbles, a figure consistent 
with both the mean and the median. Given our focus on predicting bubbles, we refined the dataset 
by filtering companies that exhibited precisely six bubbles. Subsequently, we developed our 
predictive algorithm specifically tailored to these instances. This selection process resulted in a 
database comprising 93 companies. 

We employ a Machine Learning framework to generate forecasts for these variables. Our 
methodology involves a two-step process: 1. Identifying all potential features deemed pertinent 
for predicting bubbles; 2. Employing a suite of neural network algorithms that leverage these to 
formulate forecasts, subsequently assessing their out-of-sample prediction accuracy. 

Literature review 
The examination and quantification of extreme financial perils, such as the threat of market 
bubbles, have gained escalating significance within financial markets. Bubbles denote instances 
of swift escalation in asset valuations succeeded by precipitous declines, culminating in 
substantial monetary setbacks for investors and the potential destabilization of the market. It is 
imperative for market participants to grasp the concept of bubble risk to facilitate judicious 
investment decisions and to mitigate exposure to potential losses. 

The correlation among bubbles across diverse financial assets, recognized as bubble risk 
transmission, is influenced by common factors such as information asymmetry. However, current 
research has overlooked two critical dimensions concerning the correlation of risks. Firstly, there 
is a dearth of exploration into bubble risk and its transmission within complex systems. 
Comprehending risk transmission necessitates a holistic perspective. The impact of a single 
asset's bubble risk can either be magnified or offset when assessed at the macroeconomic scale 
of an entire nation, posing challenges for singular asset risk analysis. Secondly, the prevailing 
employment of linear models to scrutinize risk impacts is inadequate. Bubbles themselves exhibit 
traits of sharp peak-fat tails, and their emergence is inherently unpredictable, rendering linear 
methodologies unsuitable for depicting the transmission processes effectively. 

Bubbles represent a phenomenon characterized by economic distortions resulting in irrational 
fluctuations in asset valuations, which can profoundly impact market functionality. For example, 
Tokic (2010) dedicates considerable attention to the bubbles present during the 2008 crisis, with 
particular emphasis on the 2008 Oil Bubble. Various definitions of bubbles exist within scholarly 
discourse. West (1987) conceptualizes a bubble as the segment of asset value that strays from 
market fundamentals, either surpassing or falling short of the asset's intrinsic worth. The model 
undergoes empirical validation through the utilization of the dataset provided in Shiller's (1981). 
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Garber (1990) similarly posits that bubbles encompass price fluctuations that lack explanation by 
underlying economic fundamentals. Shiller (2000) argues that bubbles manifest due to irrational 
exuberance, whereby the escalating asset prices, propelled by investor trading activities, create 
a feedback loop amplifying prices further from fundamental values. 

Regarding the etiology of bubbles, De Long et al. (1990) advance a noise trading model positing 
that irrational investment behaviors of noise traders, influenced by market noise, lead to 
deviations of asset prices from fundamental values, thereby engendering bubbles. Hott (2009) 
presents a model elucidating the emergence of price bubbles through the herding effect, offering 
a comprehensive examination of the bubble formation process. 

Two predominant approaches for identifying bubble existence are direct and indirect 
methodologies. Direct testing methods typically utilize the Markov regime transition model, 
incorporating the West two-step detection method proposed by West (1987) and the Markov 
regime transition model (MRS). These methodologies presuppose that the dynamic adjustment 
process of bubbles mirrors the dynamic evolution of diverse states. Conversely, indirect detection 
methods discern bubbles based on price distributional characteristics. Representative 
methodologies encompass the variance boundary test advocated by Shiller (1981), the structural 
mutation point test proposed by Homm and Breitung (2012), and the unit root and cointegration 
test articulated by Diba and Grossman (1988). Nonetheless, these methodologies exhibit 
limitations. For instance, the variance boundary detection method overlooks the exponential 
growth of rational bubbles, the structural mutation test method relies on subjective elements, and 
the unit root and cointegration test methods encounter challenges in identifying periodic bubbles. 

In response to these limitations, Phillips et al. (2015) introduce the supremum ADF test and the 
backward sup ADF test, which have gained widespread adoption as bubble detection 
methodologies. Chen and Xie (2017) employ the GSADF method to examine stock market 
bubbles across 10 European nations and 9 pan-Pacific countries. Furthermore, they utilize two 
alternative measures, namely MTAR and ESTAR, and uncover substantial evidence supporting 
the presence of periodically collapsing bubbles across multiple countries within their sample. 

A body of scholarly literature, as evidenced by Khan, Su, Umar, and Yue (2021), Khan, Su, and 
Rehman (2021), Wang and Da Gao (2022), Khan et al. (2022), among others, examines bubble 
phenomena across multiple assets including coal prices, energy prices, and crude oil. These 
investigations are motivated by distinct political and financial market dynamics, employing the 
GSADF methodology. The prevailing consensus within this literature tends towards the 
recognition of bubbles within the aforementioned commodities. Li et al. (2020) employ GSADF to 
investigate the inception and zenith values of bubbles in major natural gas markets across 
Europe, Asia, and the Americas, alongside conducting metric analyses of these bubbles. The 
paper makes four primary contributions. Firstly, it provides documentation of the occurrences of 
bubble episodes within the examined regions. Secondly, the author observes that bubbles 
manifest simultaneously across all three markets, attributable to rapid and pronounced price 
fluctuations. Thirdly, discernible heterogeneity arises concerning the occurrence and duration of 
bubbles across the three markets, as mentioned earlier. Bubbles within the European Union (EU) 
context tend to persist for longer durations. Lastly, it is noted that global economic events can 
exert a concurrent influence. 

Additionally, Pavlidis et al. (2019), Yao and Li (2021), among others, apply this category of bubble 
detection methodology across various domains. The initial investigation underscores the 
observation that aggregation diminishes the effectiveness of both the SADF and GSADF tests, 
whereas the subsequent study also employs a LPPLS sequence. 

Numerous occurrences of price bubbles have been documented in both crude oil and natural gas 
markets (Gronwald, 2016; Caspi et al., 2018; Sharma and Escobari, 2018; Zhang et al., 2018, 
Akcora, and Kocaaslan 2023, Chang 2024). In the case of crude oil markets, the principal factors 
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contributing to these price bubbles encompass global economic expansion, supply-demand 
imbalances, depreciation of the US dollar, heightened shale oil production in the US, and 
burgeoning demand in emerging economies (Khan et al., 2021). Conversely, the origins of price 
bubbles in the natural gas markets of the European Union (EU), Japan, and the United States 
(US) differ. The EU is primarily influenced by political factors, Japan grapples with supply-demand 
disparities, and the US contends with short-term financial market volatility (Li et al., 2020). 

Caraiani and Călin (2019) conducted an investigation into the repercussions of monetary policy 
shocks, including unconventional measures, on energy sector bubbles in the United States. 
Employing a time-varying Bayesian VAR model, they quantified the effects of monetary policy 
shocks on asset prices and bubbles. The study unveiled noteworthy disparities in the impact of 
monetary policy shocks on the broader economy compared to the energy sector. 

Teti and Maroni (2021) evaluated the emergence of contemporary bubbles in the technology 
industry, positing that market multiples contribute to a partially positive outlook. They contend that 
the current valuation appears relatively rational in comparison to the dot-com bubble of 2000, 
notwithstanding the price-earnings ratio persisting above the market average. 

Geuder, Kinateder, and Wagner (2019) directed their focus towards cryptocurrency bubbles, 
emphasizing the recurrent nature of bubble behaviors in Bitcoin prices. They discerned no 
ongoing evidence of bubble behaviors post December 6, 2017. Kyriazis, Papadamou, and Corbet 
(2020) unearthed that Bitcoin had entered a bubble phase since June 2015, whereas other 
Cryptocurrencies exhibited bubble features from September 2015. However, since early 2018, 
there has been scant academic substantiation supporting the presence of bubbles in this latter 
group. Furthermore, Chowdhury, Damianov, and Elsayed (2022) scrutinized the epochs of bubble 
emergence and collapse, revealing interdependence and contagion effects. They observed 
Bitcoin acting as a net transmitter during market downturns and vice versa. 

Housing bubbles have emerged as a significant subject of inquiry within the housing market, 
particularly in the aftermath of the subprime mortgage crisis of 2007. Numerous scholarly 
investigations have scrutinized the housing bubble and subsequent collapse in the United States 
(Goodman and Thibodeau (2008); Kivedal (2013); Shi (2017) or Evgenidis and Malliaris (2023)). 
Despite the considerable attention devoted to the performance of housing markets in the 
Eurozone, there exists a relative paucity of studies delineating housing bubble-like phenomena 
within this geographical region. 

Recent scholarly endeavors have directed attention towards the interrelated movements of 
housing bubbles in response to monetary policy interventions. Dynamic factor models have been 
employed to probe into the global and nation-specific determinants driving these co-movements, 
alongside their reactions to monetary policy shocks. For instance, Caraiani and Călin (2019) 
discerned such patterns across a subset of OECD housing markets. 

Several scholarly inquiries have investigated the determinants of housing prices in the Europe 
(Bago et al., 2021; Martin et al., 2021, Tsai and Lin, 2022), alongside exploring housing price 
correlation and contagion (Tsai, 2018, Tsai, 2019). Nonetheless, only a limited number of studies 
have discerned housing bubbles within specific European regions. For example, Ott (2014) 
scrutinized the long-term equilibrium and short-term dynamics of housing markets in the 
Eurozone, identifying a protracted boom period from 1997 to 2007, succeeded by a corrective 
phase leading to a reversion to equilibrium by 2014. Zhu et al. (2017) delved into the impact of 
monetary policy and mortgage market structure on non-fundamental house price trends across 
11 Eurozone nations, revealing that a singular monetary easing shock exerted a notable influence 
on house price escalations, notably in Ireland and Spain. Moons and Hellinckx (2019) examined 
the European Central Bank's interest rate policy's effects on the Irish financial-economic crisis, 
revealing that the ECB's monetary policy stipulations could forestall significant house price hikes, 
with average house prices experiencing a 25-30% downturn following the Irish housing bubble. 
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André et al. (2022) employed a BVAR framework to scrutinize the repercussions of monetary 
policy shocks on housing prices in the United States, the United Kingdom, and Canada. 
Additionally, they investigated the role of housing bubbles in shaping housing price responses to 
monetary policy tightening. Their findings indicated a negative reaction of housing prices to 
monetary tightening, implying that monetary policy might aid in mitigating housing price bubbles. 

Data and Methodology 
As delineated earlier, our objective is to identify bubbles in the stock prices of all corporations 
comprising the STOXX 600 index within the timeframe of January 2015 to October 2023, utilizing 
the (BSADF) approach.  

We successfully isolate 3351 instances of bubbles during this period across all companies, and 
Table 1 provides the descriptive statistics pertaining to these identified bubbles. 

Table 1. Descriptive statistics4 
 

Start Peak End Duration Boom 
Phase 

Burst 
Phase 

count 3351 3351 3351 3351 3351 3351 

mean 10/31/2019 12/18/2019 1/14/2020 53.84632 33.94599 19.90033 

std 551.661691 550.72659 552.714931 80.82855 67.85041 28.8328 

min 6/3/2015 6/18/2015 6/25/2015 7 1 1 

25% 2/1/2018 4/6/2018 4/27/2018 12 3 5 

50% 1/8/2020 2/18/2020 3/9/2020 24 9 10 

75% 7/16/2021 10/19/2021 11/23/2021 58 31 22 

max 10/5/2023 10/16/2023 10/16/2023 771 724 321 

Source: Authors’ computation 

We notice the distribution of bubbles and their peak and end moments across all assets as 
observed in time. In this table the mean of 10/31/2019 for the start of the bubbles show that on 
average the bubbles across all assets tend to fluctuate around this moment. Same interpretation 
is valid for the peak and the end. 

The preliminary outcomes of our bubble identification procedure are synthetically depicted in 
Figure 1, illustrating the frequency distribution of bubbles per company. Additionally, we offer a 
histogram portraying the distribution of the number of bubbles across all assets in our sample 
(Figure 2), accompanied by the statistical properties of the number of bubbles across assets as 
presented in Table 2. 

We notice that the larger number of companies had about 6 bubbles. This is equal to the mean 
and the median. Our objective is to predict the bubbles, so we filter the data to select only the 
companies that prompted six bubbles and design our prediction algorithm for these situations. 
This selection procedure yielded 93 companies, which will represent our database. 

 
4 Start, Peak and End show the time when bubbles started, peaked and respectively ended. The others 

show the number of days for each category. 
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Figure 1. Number of bubbles per company 

Source: Authors’ computation 

Figure 2. Histogram of the number of bubbles across all assets in our sample 

 

Source: Authors’ computation 

Table 2. Statistical properties of the number of bubbles across assets 

mean std min 25% 50% 75% max 

5.69898 2.650486 1 4 6 7 18 

Source: Authors’ computation 

Furthermore, our attention is directed towards discerning the duration of bubbles, the 
expansionary phase (boom), and the contraction phase (burst). Each of these facets is 
represented as Boolean variables, denoted by 0 for regular moments and 1 when bubbles are 
identified. A sample of these variables is provided below (Table 3). 
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Table 3. An example of values for the Boolean variables showing bubbles for PSP Swiss 
Property AG 

 

Bubble - 
all period 

Boom 
phase 

Burst 
phase 

01/03/2019 0 0 0 

04/03/2019 0 0 0 

05/03/2019 0 0 0 

06/03/2019 0 0 0 

07/03/2019 0 0 0 

08/03/2019 0 0 0 

11/03/2019 0 0 0 

12/03/2019 0 0 0 

13/03/2019 0 0 0 

14/03/2019 1 1 0 

15/03/2019 1 1 0 

18/03/2019 1 1 0 

19/03/2019 1 1 0 

20/03/2019 1 1 0 

21/03/2019 1 1 0 

22/03/2019 1 1 0 

25/03/2019 1 1 0 

26/03/2019 1 1 0 

27/03/2019 1 1 0 

28/03/2019 1 1 0 

29/03/2019 1 0 1 

01/04/2019 1 0 1 

02/04/2019 1 0 1 

03/04/2019 1 0 1 

04/04/2019 0 0 0 

05/04/2019 0 0 0 

Source: Authors’ computation 

We are using a Machine Learning framework to create forecasts for these variables. Our 
approach relies on a two-step procedure: 1. Identify all possible features that could be useful for 
prediction of bubbles; 2. Use a set of neural network algorithms that make use of these features 
to create forecasts and analyze their prediction accuracy out-of-sample. 
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Feature extraction and selection 
We employ the TSFRESH5 Python library, which is designed to excel in the extraction of statistical 
features from time series data. This versatile toolkit offers numerous capabilities for calculating a 
comprehensive range of descriptive statistics 6 , encompassing both the entire dataset and 
dynamic time series windows. As showcased in Christ et. al (2018) the toolbox provides 63 time 
series characterization methods, which are employed to estimate 794 features. 

Since our aim is to create forecasts for the Boolean variables, we create rolling windows of 100 
observations for each company and generate the statistical feature for each window based on the 
price dynamics. In the initial setup, this yielded 794 new explanatory variables each of them 
characterizing the rolling windows, for each company in our set of 93 assets selected for the 
analysis. 

To increase the forecast accuracy, we used Christ et al. (2017) to filter the explanatory variables 
and select only the relevant ones for each Boolean variable corresponding to each company. The 
authors explain that the algorithm follows the following steps: 

The Feature Extraction based on Scalable Hypotesis tests (FRESH) for a given parameter 𝑞 ∈
[0,1] uses the following procedure: 

1. We perform a set of 𝑛𝜙 univariate feature mappings on 𝑚 ∙ 𝑛 time series to produce the 

feature vectors 𝑋𝜙 with𝜙 = 1,… , 𝑛𝜙. 

2. For each feature vector formed, 𝑋1 ,… , 𝑋𝑛𝜙 we conduct a 𝐻0
𝜙

 hypothesis test. In this step 

we employ the corresponding feature significance test and calculate the p-values 
𝑝1 ,… , 𝑝𝑛𝜙. 

3. Finally, we apply the Benjamini-Yekutieli procedure to correct for dependent hypotheses 
for a FDR level of 1 on all the collected p-values 𝑝1 , … , 𝑝𝑛𝜙 in order to determine which 

null hypothesis needs to be rejected.  
We collect all relevant features as time series corresponding to each company and attach the 
values for each of the Boolean variables. Table A1 in the appendix shows an excerpt of these 
features extracted for Aeroports de Paris SA. 

Prediction algorithms 
Given the large number of features and the interest to obtain a good accuracy of prediction, we 
decided to use neural network algorithms designed as classifiers. The models are Multilayer 
Perceptron (MLP) as in Zhang (2003), the Neural basis expansion analysis for interpretable time 
series (NBEATS) as in Oreshkin et al (2019) and the Neural hierarchical interpolation for time 
series (NHITS) as in Challu et al (2023). 

The predictions provided by these models will be shaped as Boolean variables, hence we 
designed them as classifiers by specifying a binary classification loss function shaped as a 
likelihood function that assumes a Bernoulli distribution. 

MLP is a simple neural network setup and we use it just for comparison with the more advanced 
models. A noteworthy advantage inherent to Artificial Neural Network (ANN) models, as opposed 
to other categories of nonlinear models, is their status as universal approximators. ANNs exhibit 
the capability to accurately approximate a broad class of functions, owing to their adeptness in 

 
5 "Time Series Feature extraction based on scalable hypothesis tests". 
6 For an overview of the extracted features, consult:  

https://tsfresh.readthedocs.io/en/latest/text/list_of_features.html 

https://tsfresh.readthedocs.io/en/latest/
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parallel processing information derived from the data. The model-building process does not 
necessitate any a priori assumption regarding the form of the model. Rather, the architecture of 
the network model is predominantly shaped by the inherent characteristics of the data. 

The single hidden layer feedforward network stands as the prevailing model form extensively 
employed in time series modeling and forecasting. This model is distinguished by a network 
comprising three layers of elementary processing units connected through acyclic links. The 
mathematical representation capturing the relationship between the output and the inputs is as 
follows: 

𝑦𝑡 = 𝛼0 +∑𝛼𝑗𝑔(𝛽0𝑗 +∑𝛽𝑖𝑗𝑦𝑡−1

𝑝

𝑖=1

)+ 𝜀𝑡

𝑞

𝑗=1

 

where: 

𝑦𝑡 represents the output 

𝑦𝑡−1,  𝑦𝑡−2 ,… , 𝑦𝑡−𝑝 are inputs 

𝛼𝑗(𝑗 = 0,1,2,… , 𝑞) and 𝛽𝑖𝑗(𝑖 = 0,1,2,… , 𝑝; 𝑗 = 1,2,… , 𝑞) are model parameters 

and p is number of input nodes while q is the number of hidden nodes. 

The logistic function is frequently employed as the transfer function for the hidden layer: 

𝑔(𝑥) =
1

1 + exp (−𝑥)
 

Oreshkin et al. (2020) introduce a modeling architecture denoted as the " ℓ -block" that is the 
backbone of the NBEATS construction (Neural Basis Expansion Analysis for Interpretable Time 
Series Forecasting) The architecture takes an input denoted as 𝑥𝑙 and produces two vectors as 
output, namely 𝑦𝑙̂  and 𝑦𝑙̂ . The input 𝑥𝑙 represents a historical data window of a specified siee, 
concluding with the most recent observation. Oreshkin et al. (2020) stipulate the siee of this 
window as a multiple of the forecast horieon H, with window siees ranging from 2H to 7H. 

For subsequent blocks, the inputs consist of the residual outputs derived from the preceding 
blocks. Each block generates two distinct outputs: 𝑦𝑙̂, which corresponds to the forecast of the 
block with a siee of H, and 𝑦𝑙̂, representing the optimal estimate of the block for 𝑥𝑙. This latter 
element is recognieed in the literature as a "backcast." 

Internally, the fundamental structural unit comprises two components. The initial component 

entails a fully connected network responsible for generating the forward 𝜃𝑙
𝑓
 and backward 𝜃𝑙

𝑏   

predictors for expansion coefficients. The second component encompasses the backward 𝑔𝑙
𝑏 and 

forward 𝑔𝑙
𝑓
 basis layers, which receive the corresponding forward 𝜃𝑙

𝑓
 and backward 𝜃𝑙

𝑏 expansion 

coefficients. Subsequently, these layers internally project these coefficients onto the set of basis 
functions, yielding both the backcast x and the forecast outputs 𝑦𝑙̂. 

The functioning of the initial segment of the l-th block is delineated by the subsequent equations: 

ℎ𝑙,1 = 𝐹𝐶𝑙,1(𝑥𝑙) 

ℎ𝑙,2 = 𝐹𝐶𝑙,2(ℎ𝑙,1) 

ℎ𝑙,3 = 𝐹𝐶𝑙,3(ℎ𝑙,2) 
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ℎ𝑙,4 = 𝐹𝐶𝑙,3(ℎ𝑙,3) 

𝜃𝑙
𝑏 = 𝐿𝐼𝑁𝐸𝐴𝑅𝑙

𝑏(ℎ𝑙,4) 

𝜃𝑙
𝑓 = 𝐿𝐼𝑁𝐸𝐴𝑅𝑙

𝑓(ℎ𝑙,4) 

Here the LINEAR layer is just a linear projection layer such that: 

𝜃𝑙
𝑓 = 𝑊𝑙

𝑓ℎ𝑙,4 

The fully connected (FC) layer is a conventional component characterieed by a standard fully 
connected structure incorporating Rectified Linear Unit (RELU) non-linearity ℎ𝑙,1 = 𝑅𝐸𝐿𝑈(𝑊𝑙,1𝑥𝑙 +
𝑏𝑙,1). 

In this area of the model the forecast of expansion coefficients (𝜃𝑙
𝑓
 ) is conducted in order to 

optimiee forecasting accuracy. The second segment of the network translates expansion 
coefficients to output through the utilieation of the subsequent basis layers: 

𝑦𝑙̂ = 𝑔𝑙
𝑓(𝜃𝑙

𝑓) 

𝑥𝑙̂ = 𝑔𝑙
𝑏(𝜃𝑙

𝑏) 

The corresponding equations are the following: 

𝑦𝑙̂ = ∑ 𝜃𝑙,𝑖
𝑓 𝑣𝑖

𝑓

𝑑𝑖𝑚(𝜃𝑙
𝑓
)

𝑖=1

 

𝑦𝑙̂ = ∑ 𝜃𝑙,𝑖
𝑏 𝑣𝑖

𝑏

𝑑𝑖𝑚(𝜃𝑙
𝑏)

𝑖=1

 

Challu et al. (2023) present the NHITS approach, an extension of the N-BEATS procedure. 
Analogous to N-BEATS, NHITS conducts local nonlinear projections onto basis functions across 
various blocks. Each block comprises a multilayer perceptron (MLP) tasked with acquiring the 
capability to generate coefficients for both the backcast and forecast outputs associated with its 
basis. 

The backcast output is employed to refine the inputs for subsequent blocks, whereas the forecasts 
are aggregated to formulate the ultimate prediction. The blocks are organieed into stacks, each 
specialieing in learning distinct characteristics of the data by employing a unique set of basis 
functions. 

At the initiation of each block ℓ, Challu et al. (2023) recommend the integration of a MaxPool layer 
with a kernel siee of 𝑘ℓ. This addition assists the block in focusing its analysis on components of 
the input associated with a specific scale.  

Given the input to block ℓ , denoted as 𝑦𝑡−𝐿:𝑡,ℓ  (where the input to the initial block, ℓ  = 1, 

corresponds to the network-wide input, 𝑦𝑡−𝐿:𝑡,1 ≡ 𝑦𝑡−𝐿:𝑡 , this operation can be formalieed as 

follows: 

𝑦𝑡−𝐿:𝑡,ℓ
(𝑝)

= 𝑀𝑎𝑥𝑃𝑜𝑜𝑙(𝑦𝑡−𝐿:𝑡,ℓ, 𝑘ℓ) 

Subsequent to subsampling, block ℓ examines its input and nonlinearly estimates the forward 𝜃ℓ
𝑓
 

and backward 𝜃ℓ
𝑏  interpolation MLP coefficients. These coefficients facilitate the learning of a 

hidden vector  ℎℓ ∈ ℝ
𝑁ℎ , which is subsequently subjected to linear projection: 

ℎℓ = 𝑀𝐿𝑃ℓ (𝑦𝑡−𝐿:𝑡,ℓ
(𝑝)

) 

𝜃ℓ
𝑓 = 𝐿𝐼𝑁𝐸𝐴𝑅𝑓(ℎℓ) 
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𝜃ℓ
𝑏 = 𝐿𝐼𝑁𝐸𝐴𝑅𝑏(ℎℓ) 

Challu et al. (2023) employ temporal interpolation through the delineation of interpolation 
coefficients, formulated in relation to an expressiveness ratio that governs the allocation of 
parameters per unit of output time. The employed methodology integrates exponentially 
escalating expressiveness ratios, thereby accommodating a diverse spectrum of frequency bands 
while maintaining parameter control. Subsequently, the residual resulting from backcasting at the 
preceding hierarchical scale is subtracted from the input at the subsequent hierarchical level. This 
subtraction serves to augment the focus of the subsequent level's block on signals beyond the 
bandwidth previously addressed by the antecedent hierarchical members. 

𝑦𝑡+1:𝑡+𝐻 =∑𝑦𝑡+1:𝑡+𝐻,ℓ

𝐿

𝑙=1

 

𝑦𝑡−𝐿:𝑡,ℓ+1 = 𝑦𝑡−𝐿:𝑡,ℓ − 𝑦̃𝑡−𝐿:𝑡,ℓ 

Results 

We generated predictions for each Boolean variable, including the one indicating the entire 
bubble, the one representing the boom phase, and the one indicating the burst phase of each 
bubble, utilizing three distinct deep neural models. 

We segmented our sample into 100 sequential intervals, each comprising 100 consecutive 
observations for training purposes and 10 observations for making predictions. As previously 
noted, we incorporated exogenous (explanatory) variables, encompassing all relevant features 
extracted using the algorithm outlined by Christ et al. (2017), with the use of the first lag for these 
features. 

Hence, leveraging the identification of patterns within the feature set from the preceding period, 
we generate sequential forecasts for the subsequent 10 observations in an out-of-sample fashion. 

The table presented in Appendix A(Table A2) furnishes details on the precision of each model for 
every Boolean variable associated with each asset. Accuracy is calculated by tallying the 
instances in which the predicted value matches the actual value in a test sample of 10 
observations and then dividing it by the total observations in a repeated exercise conducted 100 
times. 

Initially, our analysis is directed towards three dimensions. Our primary emphasis is placed on 
the comprehensive bubble, subsequently narrowing down to the boom and burst phases. A 
preliminary observation reveals that all models exhibit considerable efficacy in forecasting bubble 
phenomena. The precision of these predictions demonstrates variability among different assets 
and is also diverse with respect to the employed models. 

In the comprehensive analysis of the entire bubble, it is observed that, although the predictive 
capacities of various models are comparable, NHITS and NBEATS consistently outperform MLP, 
particularly in instances characterized by lower accuracy. Additionally, instances arise wherein 
the accuracy of MLP significantly lags behind that of its counterparts. 

Focusing on the precision of predictions during the boom phase unveils a reduced degree of 
volatility in contrast to the antecedent scenario. In this context, the performance of all three models 
demonstrates heightened similarity. While NHITS and NBEATS consistently produce the most 
accurate predictions, a discernible decline in MLP accuracy problems is evident compared to the 
earlier analysis. Nonetheless, instances are discerned where MLP outperforms the predictive 
capabilities of the other models. 

Our final focal point pertains to the prediction accuracy during instances of identified bubble 
bursts. Observations reveal outcomes closely aligned with those obtained during the boom phase. 
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Overall, NHITS and NBEATS consistently exhibit heightened accuracy, although MLP attains its 
optimal overall performance in this context. The predictive accuracy of MLP closely aligns with 
that of the other models, with numerous instances demonstrating superior accuracy. 

All findings are consistent with prior investigations undertaken in analogous domains. As an 
illustration, Ozgur et al. (2021) employ the Generalized Supremum Augmented Dickey-Fuller 
(GSADF) test for the identification of bubbles in metal prices. Subsequently, they apply a random 
forest algorithm to discern the pivotal factors contributing to the formation of price bubbles.  

Ozgur et al. (2021) highlight that machine learning analyses reveal the potential manifestation of 
commodity market-specific characteristics in the occurrence of price bubbles. Moreover, the 
identification of threshold values for variables influencing the formation of bubbles in individual 
commodity prices can be leveraged to establish early warning indicators for bubble detection. 

Furthermore, the utilization of deep learning algorithms for predicting cryptocurrency prices during 
bubble periods has been prevalent. Livieris et al. (2000) integrated Long Short-Term Memory 
(LSTM), Bidirectional LSTM (BiLSTM), and Convolutional Neural Network (CNN) models to 
formulate a comprehensive model for hourly cryptocurrency price prediction and movement. This 
amalgamation resulted in enhanced accuracy in predicting cryptocurrency prices during crisis 
periods. Guarino et al. (2022) undertook an examination of the behavioral dynamics exhibited by 
Deep Reinforcement Learning (DRL)-based trading agents amidst the financial bubble, employing 
BTC and ETH datasets covering the period from January 1, 2015, to December 31, 2018. In a 
separate study, Sawhney et al. (2022) presented the CryptoBubbles model, specifically devised 
for a novel multispan recognition task with a primary emphasis on bubble detection. Their 
methodology encompassed a dataset comprising more than 400 cryptocurrencies sourced from 
9 exchanges, introducing a distinctive task of span identification and dataset for detection 
grounded in the power-law dynamics inherent in cryptocurrencies and user interaction patterns 
on social media platforms. Finally, Montasser et al. (2022) conducted a test based on Dynamic 
Time Warping alongside clustering analysis of 18 cryptocurrencies to investigate their market 
efficiency parallels. Their findings elucidated COVID-19 as the central factor contributing to the 
genesis of price bubbles. 

Conclusions 
The study concludes that the integration of the BSADF test with neural network models offers a 
robust framework for predicting financial bubbles in the STOXX 600 index. The ability of the 
models to accurately forecast bubble phases highlights their potential as valuable tools for 
investors and policymakers to mitigate risks associated with financial bubbles. These findings 
underscore the importance of combining advanced statistical tests with machine learning 
techniques to enhance the predictability of market anomalies, paving the way for more informed 
investment decisions and policy formulations. 

The findings of this study are crucial as they highlight the predictive capability of combining the 
BSADF test with neural network models for identifying financial bubbles within the STOXX 600 
index. This approach not only enhances our understanding of market dynamics but also offers 
practical tools for risk management. By demonstrating the models' accuracy in forecasting bubble 
phases, this research supports the development of more sophisticated investment strategies and 
regulatory policies aimed at stabilieing financial markets. The implications extend beyond 
academia, affecting investors, policymakers, and the broader financial community, emphasieing 
the need for advanced analytics in financial decision-making. 

The findings of this study offer policymakers the opportunity to craft more informed and forward-
looking regulations aimed at preemptively mitigating the risks posed by financial bubbles. Utilieing 
predictive analytics enables the early detection of emerging bubbles, facilitating interventions to 
lessen their economic repercussions. These insights advocate for the creation of adaptive 
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regulatory frameworks, better aligned with evolving market conditions, thereby bolstering financial 
stability and safeguarding the broader economy's welfare. 

Future developments of this research could involve expanding the dataset to include a wider 
range of financial instruments and geographic markets to assess the universality of the proposed 
models. Additionally, exploring the integration of alternative data sources, such as social media 
sentiment or macroeconomic indicators, could enhance model accuracy. Advancements in 
machine learning techniques, such as deep learning and reinforcement learning, offer promising 
avenues to improve predictive capabilities further. Collaborations with financial institutions for 
real-world application and validation of these models could also provide practical insights and 
refine their effectiveness in detecting financial bubbles. 
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Table A2. Accuracy of prediction for all assets and models 

 
Whole Bubble Boom Phase Burst Phase 

  MLP NHITS NBEATS MLP NHITS NBEATS MLP NHITS NBEATS 

ADPFP 0.945 0.945 0.942 0.962 0.961 0.961 0.962 0.961 0.961 

AEDBB 0.826 0.837 0.837 0.915 0.919 0.919 0.915 0.919 0.919 

AENASQ 1 1 1 1 1 1 1 1 1 

AKRBPNO 1 1 1 1 1 1 1 1 1 

ALVGY 1 1 1 1 1 1 1 1 1 

ANDRAV 1 1 1 1 1 1 1 1 1 

AXFOSS 1 1 1 1 1 1 1 1 1 

BASGY 1 1 1 1 1 1 1 1 1 

BATSLN 1 1 1 1 1 1 1 1 1 

BIMFP 1 1 1 1 1 1 1 1 1 

BRBYLN 1 1 1 1 1 1 1 1 1 

BUCNSE 1 1 1 1 1 1 1 1 1 

BWYLN 1 1 1 1 1 1 1 1 1 

CABKSQ 1 1 1 1 1 1 1 1 1 

CCHLN 0.937 0.944 0.955 0.913 0.994 0.992 0.913 0.994 0.992 

CDIFP 0.926 0.919 0.915 0.988 0.996 0.988 0.988 0.996 0.988 

CHRDC 1 1 1 1 1 1 1 1 1 

CLNSE 0.842 0.846 0.804 0.909 0.933 0.92 0.909 0.933 0.92 

CNALN 0.35 1 1 0.505 0.945 0.945 0.505 0.945 0.945 

CNHIIM 1 1 1 1 1 1 1 1 1 

COFBBB 0.601 0.62 0.603 0.788 0.856 0.862 0.788 0.856 0.862 

COLSQ 1 1 1 1 1 1 1 1 1 

CONGY 1 1 1 1 1 1 1 1 1 

CPGLN 0.945 0.945 0.945 0.973 0.973 0.973 0.973 0.973 0.973 

CRDALN 1 1 1 1 1 1 1 1 1 

CSFP 1 1 1 1 1 1 1 1 1 

DANSKEDC 1 1 1 1 1 1 1 1 1 

DB1GY 1 1 1 1 1 1 1 1 1 

DBKGY 1 1 1 1 1 1 1 1 1 

EKTABSS 1 1 1 1 1 1 1 1 1 

EQNRNO 1 1 1 1 1 1 1 1 1 

ERFFP 1 1 1 1 1 1 1 1 1 

ESSITYBSS 0.78 0.794 0.777 0.83 0.844 0.827 0.83 0.844 0.827 
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Whole Bubble Boom Phase Burst Phase 

  MLP NHITS NBEATS MLP NHITS NBEATS MLP NHITS NBEATS 

EVKGY 1 1 1 1 1 1 1 1 1 

FDJFP 0.922 0.913 0.912 0.957 0.956 0.958 0.957 0.956 0.958 

FORTUMFH 1 1 1 1 1 1 1 1 1 

FRFP 0.964 0.964 0.964 0.979 0.979 0.979 0.979 0.979 0.979 

GALESE 1 1 1 1 1 1 1 1 1 

GAWLN 0.51 0.88 0.889 0.56 0.882 0.892 0.56 0.882 0.892 

HEN3GY 0.974 0.9 0.909 0.997 0.999 0.997 0.997 0.999 0.997 

HOLMBSS 1 1 1 1 1 1 1 1 1 

HOLNSE 1 1 1 1 1 1 1 1 1 

HSBALN 1 1 1 1 1 1 1 1 1 

INCHLN 1 1 1 1 1 1 1 1 1 

INDTSS 1 1 1 1 1 1 1 1 1 

INDUCSS 1 1 1 1 1 1 1 1 1 

IPNFP 1 1 1 1 1 1 1 1 1 

ITVLN 1 1 1 1 1 1 1 1 1 

JMATLN 1 1 1 1 1 1 1 1 1 

KINDSDBSS 1 1 1 1 1 1 1 1 1 

LONNSE 1 1 1 1 1 1 1 1 1 

LRFP 1 1 1 1 1 1 1 1 1 

LXILN 1 1 1 1 1 1 1 1 1 

MKSLN 0.875 0.896 0.903 0.677 0.687 0.691 0.677 0.687 0.691 

MTXGY 0.884 0.89 0.9 0.802 0.873 0.862 0.802 0.873 0.862 

NEXIIM 0.93 0.93 0.93 0.932 0.932 0.932 0.932 0.932 0.932 

OMVAV 1 1 1 1 1 1 1 1 1 

PHIANA 1 1 1 1 1 1 1 1 1 

PKNPW 1 1 1 1 1 1 1 1 1 

PNNLN 0.818 0.792 0.804 0.865 0.863 0.854 0.865 0.863 0.854 

PSNLN 1 1 1 1 1 1 1 1 1 

PUBFP 0.995 0.982 0.98 1 1 1 1 1 1 

REPSQ 1 1 1 1 1 1 1 1 1 

RFFP 1 1 1 1 1 1 1 1 1 

RHMGY 0.06 1 1 1 1 1 1 1 1 

RILBADC 0 1 1 0.997 1 0.999 0.997 1 0.999 

RNOFP 1 1 1 1 1 1 1 1 1 
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Whole Bubble Boom Phase Burst Phase 

  MLP NHITS NBEATS MLP NHITS NBEATS MLP NHITS NBEATS 

ROCKBDC 1 1 1 1 1 1 1 1 1 

SAFFP 0.861 0.936 0.936 0.97 0.959 0.917 0.97 0.959 0.917 

SALMNO 1 1 1 1 1 1 1 1 1 

SAPGY 1 1 1 1 1 1 1 1 1 

SBRYLN 1 1 1 1 1 1 1 1 1 

SCABSS 1 1 1 1 1 1 1 1 1 

SGROLN 1 1 1 1 1 1 1 1 1 

SKFBSS 1 1 1 1 1 1 1 1 1 

SLHNSE 1 1 1 1 1 1 1 1 1 

SOIFP 0.412 1 1 1 1 1 1 1 1 

SPLPW 0.719 0.741 0.726 0.679 0.694 0.599 0.679 0.694 0.599 

SRT3GY 1 1 1 1 1 1 1 1 1 

STLAMIM 1 1 1 1 1 1 1 1 1 

SWECBSS 1 1 1 1 1 1 1 1 1 

TEFSQ 1 1 1 1 1 1 1 1 1 

TENIM 1 1 1 1 1 1 1 1 1 

TIGOSS 1 1 1 0.993 0.981 0.986 0.993 0.981 0.986 

TKAGY 1 1 1 1 1 1 1 1 1 

TOPDC 1 1 1 1 1 1 1 1 1 

TRELBSS 1 1 1 1 1 1 1 1 1 

UPMFH 1 1 1 1 1 1 1 1 1 

VALMTFH 1 1 1 1 1 1 1 1 1 

VIVFP 1 1 1 1 1 1 1 1 1 

VNAGY 0.667 0.915 0.917 1 1 1 1 1 1 

VOW3GY 1 1 1 1 1 1 1 1 1 

WEIRLN 1 1 1 1 1 1 1 1 1 

Source: Authors’ computation 

 
  


