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Abstract 
This study forecasts stock market dynamics using machine learning techniques. Specifically, 
we use long short-term memory (LSTM) and bidirectional LSTM (Bi-LSTM) networks to 
predict the spot index return and implied volatility series in the Korean market. The Bi-LSTM 
model exhibits better out-of-sample forecasting performance than the LSTM and classic 
autoregressive models do, reflecting the fact that the Bi-LSTM model learns data patterns 
more accurately through a bidirectional process. The Bi-LSTM model with the longest time 
lag (i.e., 22 days) exhibits the best performance in predicting returns and volatility over the 
entire sample period. In contrast, during the global financial crisis and COVID-19 pandemic 
periods, when the stock market dynamics are unstable, Bi-LSTM models with shorter time 
lags (i.e., five or ten days) predict volatility more accurately. 
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1. Introduction 
Forecasting asset price dynamics is essential for portfolio selection, risk management, 
hedging, derivative pricing, and investment strategy design. Accordingly, economics and 
empirical finance studies continually attempt to improve forecasts of stock market returns 
and volatilities and explain their dynamics (Chun, Cho, and Ryu, 2019, 2020; Han, Kutan, 
and Ryu, 2015; Kim and Ryu, 2015a, 2015b; Kim and Ryu, 2020; Lee and Ryu, 2018; Lee, 
Lee, and Ryu, 2019; Yang, Kim, Kim, and Ryu, 2018). In their classic study, Box and Jenkins 
(1970) suggest estimating a univariate time-series model using past values of a time series, 
as in the autoregressive moving average (ARMA) and autoregressive integrated moving 
average (ARIMA) methods. The Box-Jenkins methods have been modified in various forms, 
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such as models reflecting seasonality or fractional integration. In particular, the 
autoregressive conditional heteroskedasticity (ARCH) and generalized ARCH (GARCH) 
models are considered appropriate for explaining volatility clustering in financial markets 
(Park, Ryu, and Song, 2017; Ryu and Shim, 2017; Shim, Kim, Kim, and Ryu, 2015; Shim, 
Kim, and Ryu, 2017; Song, Park, and Ryu, 2018). However, the Box-Jenkins methods are 
simple linear models that have limitations in predicting complicated and nonlinear structures. 
They also require the strict stationarity of the time-series data for reliable estimation.  

A deep learning (or machine learning) algorithm can be a strong alternative candidate for 
forecasting financial market dynamics more effectively. Chakraborty, Mehrotra, Mohan, and 
Ranka (1992) suggest using neural networks to forecast nonlinear and trend-dependent time 
series data. They claim that neural networks yield better forecasting performance relative to 
classical time-series models, such as Box-Jenkins and GARCH-type models. With the rapid 
development of computing technology, neural network algorithms are being used to forecast 
various financial market dynamics (Kim, Cho, and Ryu, 2020; Park and Ryu, 2021). Neural 
networks can be transformed into various forms to improve forecasting performance. In 
particular, the recurrent neural network (RNN) algorithm has remarkably improved the ability 
to process sequential data (Nelson, Pereira, and Oliveira, 2017). The RNN algorithm has a 
structure in which past information is transmitted recurrently. However, It also has a gradient 
vanishing problem, as further learning is no longer performed at a certain stage when the 
time lag becomes longer. This problem, in turn, leads to the long-term dependency problem, 
whereby past learning results disappear. 
Hochreiter and Schmidhuber (1997) propose a long short-term memory (LSTM) structure 
that can learn long-term dependence to overcome the gradient vanishing problem. The 
LSTM network, an efficient machine-learning method, uses the gated memory technique 
within a circulatory neural network to adjust the weight of information from the previous cell 
during its learning process. Through this process, the LSTM model overcomes the problem 
of the long-term dependency of data. The LSTM model is a state-of-the-art mechanism in 
the field of financial forecasting and is used to forecast future stock prices and volatilities 
(Baek and Kim, 2018; Cao, Li, and Li, 2019; Chen, Zhou, and Dai, 2015; Fischer and Krauss, 
2018; Sezer, Gudelek, and Ozbayoglu, 2020). This model is well adapted for financial data 
forecasting, as it dominates in predicting prices and trends (Kim, Cho, and Ryu, 2021a, 
2021b; Kim and Won, 2018; Zhou, Han, Xu, Jiang, and Zhang, 2019). Further development 
of the LSTM network is the bidirectional LSTM (Bi-LSTM) model, which learns sequential 
data bidirectionally. The Bi-LSTM model is known to detect data patterns better than a 
unidirectional LSTM model can (Althelaya, El-Alfy, and Mohammed, 2018). 
This study examines whether the Bi-LSTM and LSTM models can effectively forecast asset 
market dynamics in the Korean stock market, a representative emerging market. We 
forecast daily data on the Korea Composite Stock Price Index 200 (KOSPI 200) and the 
volatility of the KOSPI 200 (VKOSPI ) using Bi-LSTM, LSTM, and autoregressive (AR) 
models. We consider three time lags: one week (i.e., five trading days), two weeks (i.e., ten 
trading days), and one month (i.e., 22 trading days). To investigate whether the Bi-LSTM 
and LSTM models perform well even during highly volatile or crisis periods, such as the 
global financial crisis and COVID-19 pandemic periods, we analyze and compare their 
forecasting performances for relevant subsample periods. Our findings are as follows. First, 
we find that the Bi-LSTM model exhibits the best performance in terms of forecasting both 
stock market returns and volatilities. Second, the Bi-LSTM model also maintains satisfactory 
prediction performance in subperiods of high volatility. Third, although the Bi-LSTM model 
with a long time lag (i.e., 22 trading days) exhibits the best forecasting performance for the 
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entire sample, Bi-LSTM models with shorter time lags (i.e., five or ten trading days) perform 
better during subsample periods of high volatility. 
The remainder of this paper is organized as follows. Section II explains our machine learning 
forecasting methods, the LSTM and Bi-LSTM models. Section III describes the sample data. 
Section IV shows the forecasting results of the LSTM and Bi-LSTM models and evaluates 
their performances. Finally, Section V summarizes and concludes the study. 

2. Method 
Financial market data can be predicted using several machine learning methods, such as 
the support vector machine and random forest methods. However, RNN-based models are 
more suitable than other machine learning methods are for dealing with financial time series 
data. In particular, the LSTM and Bi-LSTM models have excellent predictive power in 
financial markets. Thus, we focus on using the LSTM and Bi-LSTM models to predict stock 
market returns and volatilities. The LSTM network is a kind of RNN, that is, a neural network 
with a structure in which units are recurrently connected. Because this structure maintains 
past information during the learning process, it can model and capture time-varying (i.e., 
dynamic) features. Thus, the RNN structure is more appropriate for processing sequential 
data. However, because basic RNNs cannot continuously remember past data because of 
the gradient vanishing problem, their performance decreases as the time lag increases (i.e., 
they have long-term dependencies). The LSTM model is a type of RNN that solves the long-
term dependency problem of vanilla RNN using gated memory. Figure 1 shows the structure 
of an LSTM cell. In the LSTM cell, information from past cells is transferred to the next cell 
as a cell state (C). The hidden state (h) from the previous cell updates the cell state using 
three gates. In the LSTM structure, the three gate types are input (i), forget (f), and output 
gates (o). Equation (1) shows the processes followed by each gate. x, W, b, and σ are input 
data, the weight matrix, bias, and the sigmoid function, respectively. 

    , ; 

    , ; 

    , .    (1) 

The input and forget gates update the cell state using Equation (2). A candidate for the next 
cell state ( ) is derived from input data and the hidden state. The next cell state is then 
derived based on this candidate and the past cell state. Through this process, unnecessary 
information contained in the previous cell state is dropped, and the information is updated 
based on the new input. 

    , ; 

    .    (2) 

The next hidden state is derived based on the output gate and the next cell state. Finally, 
the output vector ( ) is derived based on the hidden state. 
 

    tanh ; 
    .     (3) 
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Figure 1 
LSTM Cell Structure 

 
 

LSTM models outperform RNN models, especially in learning and predicting long sequential 
data. However, LSTM models tend to repeat past data patterns as predicted data because 
their learning processes heavily depend on historical data patterns. The Bi-LSTM model 
overcomes this limitation of LSTM models and is known to outperform them (Thireou and 
Reczko, 2007). The Bi-LSTM model learns the state of each LSTM cell in both the forward 
and backward directions. Figure 2 shows the structure of the Bi-LSTM model. The boxes 
labeled LSTM Cell in Figure 2 represent the LSTM cell structure shown in Figure 1. The Bi-
LSTM model learns the forward ( , ) and backward states ( , ) and then synthesizes 
each hidden state to derive an output vector. We use time lags of one week (lag=5), two 
weeks (lag=10), and one month (lag=22) to forecast KOSPI returns and the VKOSPI using 
LSTM and Bi-LSTM models. We also use an AR model as a benchmark. Equation (4) shows 
the AR(p) model used in this study.  is a time-series data point, and  is a constant term. 

 is regressed on past data points in the series ( ).  is the same time lag as in the 
LSTM and Bi-LSTM models, and  is the coefficient of each time lag i.  is an error term 
that follows a white noise process with a mean of zero and unit variance ( ~ 0,1 ). 

    ∑ .   (4) 

We evaluate forecasting performance using the root mean squared error (RMSE) and mean 
absolute error (MAE), which are defined as in Equations (5) and (6), respectively. We define 
them based on the difference between a predicted value ( ) and the corresponding real 
value ( . The forecasting period is indicated by , and RMSE and MAE are defined as 
the squared and absolute means of the difference, respectively. 
 

    ∑ .   (5) 
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    ∑ .    (6) 

 

Figure 2 

 

3. Sample Data 
We analyze a long period of daily time series data for the KOSPI 200 and VKOSPI provided 
by the Korea Exchange. We focus on the dynamics of the Korean financial market for several 
reasons. First, the Korean market is an important and influential market that affects emerging 
markets globally (Shim, Kim, Kim, and Ryu, 2016). Second, the Korean financial market is a 
highly liquid market in which various types of investors actively participate (Yu and Ryu, 
2021). Third, because the KOSPI 200 index derivatives markets are world-class markets in 
terms of their trading volumes, precisely forecasting their underlying return and volatility 
dynamics is an important issue to global investors. 
The entire sample period spans from January 1, 2005, to April 26, 2021. We define two 
subsamples with high volatility because asset market dynamics differ in highly volatile 
periods. The first subsample period is the global financial crisis from January 1, 2007, to 
December 31, 2019. Before and after the 2008 financial crisis, global stock market volatility 
increased, which affected the Korean stock market. The second subsample covers the 
COVID-19 pandemic from January 1, 2020 to April 26, 2021. COVID-19, which began 
spreading at the end of 2019 and became a worldwide pandemic, had a major impact on the 
global economy. In particular, in February 2020, global stock prices plunged, increasing 
global stock market volatility. The COVID-19 pandemic also affected the Korean stock 
market. We analyze these two subsamples to examine whether the Bi-LSTM and LSTM 
models perform well even during these highly volatile periods. 

Bidirectional LSTM Structure 
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Table 1 shows the summary statistics of KOSPI 200 returns and the VKOSPI for each 
sample period. The KOSPI 200 return (r_t={ln (p_t )-ln (p_(t-1) )}·100.) at time t is defined 
as the log return of the KOSPI 200 price (p_t). The VKOSPI is model-free options-implied 
volatility derived from KOSPI 200 spot and options prices. In Table 1, the columns labeled 
Mean, Max., Min., and Std.D. show the mean, maximum, minimum, and standard deviation 
of each variable. The columns labeled ADF and P.-P. show augmented Dickey-Fuller (ADF) 
and Phillips-Perron statistics, respectively. Both of these statistics are used for the unit root 
test. KOSPI 200 returns are stationary in all sample periods, but the VKOSPI is stationary 
only in the whole sample. The standard deviation of KOSPI 200 returns and the mean of the 
VKOSPI are both higher in the subsample periods than in the whole sample, indicating that 
the stock market is unstable in those periods. 
 

Table 1 
Summary Statistics of KOSPI200 Return and VKOSPI 

Note: The ADF column and P.-P. column show augmented Dickey-Fuller statistics and Phillips-
Perron statistics, and ** and  *** indicate significance at the 0.05 and 0.01 level. 

4. Results 
In this section, we examine out-of-sample forecasts using three models: the Bi-LSTM, LSTM, 
and AR models. We train each model with 90% of the sample data (January 1, 2005 – 
September 6, 2019), and we test each model’s forecasting performance using 10% of the 
sample data (September 7, 2019 – April 26, 2021). In the LSTM and Bi-LSTM models, the 
number of hidden units and the maximum epoch are set to 100 and 50, respectively. We 
utilize the adaptive moment estimation optimizer. Table 2 shows the three models’ 
forecasting performances, which are evaluated based on the RMSE and MAE values 

Table 2 shows that the Bi-LSTM model exhibits better forecasting performance than the 
other two models do in all cases. In particular, the Bi-LSTM model with a one-month lag 
(lag=22) performs the best, indicating that the Bi-LSTM model performs better with a larger 
sample of past data. The LSTM model outperforms the AR model in forecasting the VKOSPI 
but not in forecasting KOSPI 200 returns. These results reflect that unidirectional LSTM is 
less capable of learning patterns than bidirectional LSTM is. Figure 3 shows the forecasting 
results for KOSPI 200 returns. 

  

    Mean Max. Min. Std.D. ADF P.-P. 
KOSPI200 Return Whole Sample 0.033 11.54 0.033 1.293 -63.5*** -63.5*** 

Subsample1: Financial Crisis 0.024 11.54 0.024 1.916 -27.3*** -27.3*** 
Subsample2 0.119 8.755 0.119 1.732 -19.2*** -19.2*** 

VKOSPI Whole Sample 20.20 89.3 20.20 9.297 -2.34** -2.34** 
Subsample1: Financial Crisis 30.65 89.3 30.65 12.83 -1.00 -1.00 
Subsample2 26.21 69.24 26.21 9.026 -0.67 -0.67 
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Table 2 
Forecasting Performance (Whole sample) 

Panel A. KOSPI200 Return 
 lag=5 lag=10 lag=22 

RMSE MAE RMSE MAE RMSE MAE 
Bi-LSTM 1.2593 0.8498 1.1935 0.7901 0.5082 0.3320 

LSTM 1.6035 1.1242 1.8475 1.2103 1.6017 1.1083 
AR 1.6022 1.1189 1.6008 1.1162 1.6124 1.1329 

       
Panel B. VKOSPI 

 lag=5 lag=10 lag=22 
RMSE MAE RMSE MAE RMSE MAE 

Bi-LSTM 1.6229 0.9569 1.5228 0.9101 1.0432 0.6379 
LSTM 2.0817 1.2678 2.0781 1.2873 2.2304 1.3161 

AR 2.0959 2.1002 2.1002 1.2584 2.1376 1.2809 
 

Figure 3 
Forecasting of KOSPI200 Returns 

  
 
Because the LSTM model only learns the patterns of past data, it learns less about data 
patterns than the Bi-LSTM model does. For this reason, the LSTM model reduces its error 
by forecasting KOSPI 200 returns with values around zero. This error reduction limits the 
LSTM model’s ability to improve its forecasting performance. Consequently, the LSTM 
model performs worse than the AR model does in forecasting returns. Conversely, the Bi-
LSTM model predicts the pattern of returns better because it uses a bidirectional process to 
learn patterns. This difference is also exhibited in the VKOSPI forecasts. Figure 4 shows the 
VKOSPI forecasting results. In Figure 4, the LSTM model tends to follow actual data by 
forecasting the previous pattern as it is. Thus, the Bi-LSTM model forecasts the actual data 
pattern more accurately than the LSTM model does. We conduct the same analysis for two 
subsample periods in which the stock market is unstable. 
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Figure 4 
Forecasting of VKOSPI 

 
 
The first subsample period is the global financial crisis from 2007 to 2009. Table 3 shows 
the forecasting performance using this subsample. In this subsample, the Bi-LSTM model 
performs the best. As in the whole sample, the Bi-LSTM model performs the best in 
forecasting KOSPI 200 returns for this subsample when the lag is 22. However, in 
forecasting the VKOSPI, the Bi-LSTM model performs the best when the lag is 10. We find 
similar results for the second subsample period, which reflects the COVID-19 pandemic.  
 

Table 3 
Forecasting Performance (Subsample1: Global Financial Crisis) 

Panel A. KOSPI200 Return 

 
 

lag=5 lag=10 lag=22 

RMSE MAE RMSE MAE RMSE MAE 

Bi-LSTM 1.0095 0.6876 0.9349 0.6921 0.7058 0.5696 

LSTM 1.3187 1.0416 1.2581 0.9694 1.5929 1.3489 

AR 1.2102 0.9239 1.2320 0.9431 1.2329 0.9463 
 

Panel B. VKOSPI 

 lag=5 lag=10 lag=22 

 RMSE MAE RMSE MAE RMSE MAE 

Bi-LSTM 0.6200 0.4678 0.4960 0.3850 0.5248 0.4137 

LSTM 0.8084 0.5682 0.8287 0.6068 0.8282 0.6287 

AR 0.8064 0.5966 0.8177 0.6136 0.8348 0.6270 
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Table 4 
Forecasting Performance (Subsample2: COVID-19 Pandemic) 

Panel A. KOSPI200 Return 

 
 

lag=5 lag=10 lag=22 

RMSE MAE RMSE MAE RMSE MAE 

Bi-LSTM 0.9342 0.7033 0.7029 0.5821 0.6573 0.4976 

LSTM 1.2816 1.0814 1.3303 1.1343 0.9768 0.8304 

AR 0.7723 0.6150 0.7322 0.5970 0.6903 0.5349 

Panel B. VKOSPI 

 
 

lag=5 lag=10 lag=22 

RMSE MAE RMSE MAE RMSE MAE 

Bi-LSTM 0.6938 0.4956 0.7211 0.5472 0.9485 0.7280 

LSTM 1.0464 0.7872 1.2578 0.9833 2.0086 1.7587 

AR 0.9437 0.7757 0.8751 0.7392 0.8539 0.7031 

 
Table 4 shows the results for this subsample. In this subsample, the Bi-LSTM model exhibits 
the best forecasting performance in all cases. In forecasting KOSPI 200 returns, the Bi-
LSTM model with a lag of 22 performs the best, as in the case of the whole sample and first 
subsample. However, when forecasting the VKOSPI for the second subsample, the Bi-LSTM 
model with a lag of five performs the best. The results for the two subsamples suggest that 
the Bi-LSTM model’s volatility forecasting performance can be improved by using fewer past 
data points during high volatility periods. This result seems to be driven by the many volatility 
fluctuations during high volatility periods. Thus, a shorter time lag leads to more efficient 
learning about fluctuations in data patterns. With other time series models, the forecasting 
performance sharply declines when an unexpected shock occurs. However, the Bi-LSTM 
model learns the pattern after such a shock and, thus, has better forecasting power. These 
results suggest that the Bi-LSTM model is a suitable forecasting method for future financial 
market data. 

5. Conclusion 
This study confirms that machine learning approaches perform well in predicting stock 
market return and volatility processes. We forecast daily KOSPI 200 returns and the VKOSPI 
using two representative machine learning methods, the LSTM and Bi-LSTM models. We 
adopt time lags of one week (i.e., five trading days), two weeks (i.e., ten trading days), and 
one month (i.e., 22 trading days). Our out-of-sample forecasting analysis shows that the Bi-
LSTM model with the longest time lag is the best predictor of both returns and volatilities for 
the whole sample. Even in highly volatile periods, such as the global financial crisis and 
COVID-19 pandemic periods, the Bi-LSTM model exhibits the best prediction performance. 
This result is because the Bi-LSTM model learns data patterns more accurately through a 
bidirectional learning process. However, in the subsamples with high volatilities, Bi-LSTM 
models with shorter time lags perform better in volatility forecasting than the model with the 
longest time lag does, suggesting that bidirectional learning with fewer past observations 
can improve the Bi-LSTM model’s volatility forecasting performance during high volatility 
periods. 
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