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Abstract

In this paper, we investigate the relevance of the Balassa-Samuelson effect to the 
determination of regional inflation in China, for the period 1985 – 2000. To do this, we 
first construct annual measures of Chinese inflation and industry input on regional and 
sectoral basis. Then we generalise the Asea and Mendoza (1994) settings to consider 
asymmetric productivity shocks across sectors. Testing this model on Chinese 
Regional Data aid of non-stationary panel data techniques, it shows that our extended 
theoretical model is a good empirical representation of the Chinese data that supports 
the Balassa-Samuelson effect. Moreover, we are able to test the Asea and Mendoza 

(1994) version of our general model and find that the restrictions are rejected.
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1. Introduction

The foundations of productivity-based models of the real exchange rate, such as 
those of Balassa (1964) and Samuelson (1964), suggest that rapid economic growth 
is accompanied by real exchange rate appreciation because of productivity growth 
differentials between tradable and nontradable sectors. In the past forty years or so, 
this proposition has been the leading principle for most real exchange rate studies. 

A number of different predictions of the Balassa-Samuelson model have been 
explored in the literature. Some empirical analyses are static in nature and examine 
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the major components of theory straightforwardly,
1
 so that the relative price of 

nontradable goods is determined by supply side factors, such as productivity. Others 
have focused on some type of rigidity, such as adjustment costs, so that both supply 

and demand shocks have an effect on the real exchange rate.
2
 Furthermore, several 

studies are concerned with intertemporal equilibrium model incorporating 
nontradables, which, in general, specifies production and consumption in the context 
of intertemporal optimization. In such a strand of literature, Chinn (1995) and (1996), 
De Gregorio and Wolf (1994), Froot and Rogoff (1991), Obstfeld (1993), and Rogoff 
(1992) adopt the unbalanced- growth framework to capture the empirical regularities 
observed by the Balassa (1964) and Samuelson (1964).

However, little theoretical and empirical research has been carried out on developing 
balanced-growth models. Exception is Asea and Mendoza (1994). They impose the 
constraints required for balanced long-run growth driven by labour-augmenting 
technological progress to capture the closed-form solutions for the relative price of 
nontradable and real exchange rate, assuming that the productivity shocks follow 
transitory deviations from the steady-state growth path. Our analyses extend the Asea 
and Mendoza (1994) approach and differ from them in that we model the two-country 
and two-sector world where shocks to technologies are heterogeneous across 
sectors. As a result, along the balanced-growth path, the relative price of nontradables 
reflects sectoral labour shares, sectoral capital-output ratios, and sectoral Total Factor 
Productivities (TFPs). The ratio of capital to output in the tradable sector can also be 
expressed as a log-linear function of the investment-output ratio in the same sector. 
We also provide an appraisal of the theory by embedding it in a real exchange rate 
type of framework.

The empirical tests take into account the cross-sectional nature of the Balassa-

Samuelson model for 30 Chinese regions.
3
 To do this, we turn to annual measures of 

Chinese inflation and industry input on regional and sectoral basis, for the period 1985 

– 2000, which has been especially constructed for this work.
4
 The empirical evidence 

                                                          
1
 See, in particular, Canzoneri et al. (1999), Chinn (2000), Drine and Rault (2002), (2003), 
Marston (1990), Micossi and Milesi-Ferretti (1994), Strauss (1995), and Vikas and Ogaki 
(1999).

2
 See, for example, De Gregorio et al. (1994b) and De Gregorio and Wolf (1994). 

3
 We observe that the RMB real exchange rate underwent several devaluations during China’s 
fast growing 1985 – 2000 periods. This argues for a re-examination of the determinants of the 
RMB/Dollar exchange rate, in light of the Balassa-Samuelson effect. Such an enterprise is a 
useful one because the relevance of the Balassa-Samuelson effect implies that the rapid 
growth is attributed to rapid manufacturing (and hence tradable) sector productivity growth 
rather than the export-oriented growth, which appears quite likely while an economy starts to 
adopt an open-economy policy.  

4
 A modest contribution of this paper is the construction of a sectoral database for industrial 
analysis on China, which is primarily based on the China Statistical Yearbook. The reason why 
estimation based on regional data is interesting for China lies in the fact that the inflation and 
productivity trends across Chinese regions have varied enormously. For example, from 1992 
to 1999, the average annual rates of variation for consumer price index have ranged from 8.1 
per cent in Hainan to 11.5 per cent in Beijing. Over the decade of the 1990s, total inflation in 
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we provide, based on recently developed non-stationary panel data methods, 
suggests that cross-region differences in long-run domestic relative prices of 
nontradables are determined by differences in the sectoral capital-output ratios and in 
the sectoral TFPs. Thus, we are able to test the Asea and Mendoza (1994) model 
restrictions relative to our more general model and these restrictions are rejected. We 
also find that the model performs well as a theory accounting for trend deviations from 
Purchasing Power Parity (PPP) – evidence shows that the long-run relative price 
differentials are useful in explaining cross-region differences in the level of real 
exchange rate.

Our study is organised as follows. Section 2 describes the general equilibrium model 
that motivates our empirical tests. Section 3 presents the data and variable 
constructions. Section 4 summarises our empirical evidence. Section 5 concludes the 
paper.

2. The Balassa-Samuelson Effect: A General 

Equilibrium Approach 

The main theoretical framework on which we base our empirical work is the two-
country and two-sector general equilibrium analysis of the Balassa-Samuelson effect 
first proposed by Asea and Mendoza (1994). The original work focuses on the long-
run balanced growth, assuming that the productivity shocks follow transitory 

deviations from the steady-state growth path.
5
 In our model, although the sectoral 

outputs grow at the same rate, there is still a difference in productivity shifters. And so 
there is a differential in TFP growth, to the extent that technological shocks and labour 
shares in the tradable and nontradable sectors differ. In what follows, we first briefly 
review the Balassa-Samuelson framework. Then we extend the Asea and Mendoza 
(1994) settings to consider a more general assumption on technologies.

The Balassa-Samuelson Hypothesis 

According to Balassa-Samuelson effect, in fast growing countries, productivity growth 
in the tradable sector tends to be much higher than in the nontradable sector, and so 

the relative price of nontradables is expected to rise faster.
6
 Combining this with the 

assumption that the prices of tradable goods are equalised across countries, the real 
currency appreciation of the country with high growth is derived. Our next strategy is 
to provide an appraisal of this theory by putting it in a general equilibrium setting.

                                                                                                                               
Beijing exceeds that in Hainan by 40 per cent (Guillaumont Jeanneney and Hua, 2002). Such 
diversity would make it rather difficult to apply time series methods to aggregated data.   

5
 As a result, the sectoral random disturbances to technologies cancel each other out in the 
closed-form solutions of the relative price.

6
 The intuition is as follows. If we assume that the nontradable sector is relatively more labour 
intensive, then an increase in tradadable sector productivity tends to raise the wages, and so 
the nontradable price must increase relatively more.
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The Firms 

Suppose that there are two industries in the economy, each containing a large number 
of homogeneous firms, producing tradable (T) and nontradable (N) goods subject to 

the constant-returns-to-scale production function with the labour-augmenting
7

technological progress: ii i
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can migrate instantaneously between sectors within the economy. There is, however, 
no economy-wide resource constraint for capital comparable to the labour constraint. 

The evolution of capital is: ttt IKK )1(1 , where  is the nominal interest 
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7
 For the economy to grow at a constant rate, technological progress must take the labour-
augmenting form (Solow 1956).   
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The Households 

We assume that the economy consists of infinitely lived consumers, who maximize 
their discounted sum of the expected utility: 
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where E  is the expectation operator; 
1

1
D  is the annual discount factor, 0<D<1, 

 is the annual subjective discount rate; )L,C,C(U t
N
t

T
t is the instantaneous utility;

8

T

tC  and 
N

tC  are the consumption expenditures on tradable and nontradable goods, 

respectively, subject to the budget constraint:
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where we take the tradable goods as the numeraire, with a common price of one in 
each of two countries, home (H) and foreign (F); the nontradable goods have distinct 

home and foreign prices; an asterisk denotes the foreign country; 
i

tr  is the real 

interest rate; 
i

tw  is the real wage rate; tR  is the inverse of the real gross rate of return 

paid on international bonds; tb  is the net foreign assets accumulated by the 

households.

                                                          
8
 The instantaneous utility function )L,C,C(U t

N
t

T
t  has the form of the constant-intertemporal-

elasticity-of-substitution, where the inverse of the elasticity of marginal utility is constant. It is 

assumed log linear in its two arguments: ( , , )T N

t t tU C C L ln[ ( , ) ]T N

t t tU C C L , where ù is 

the elasticity of leisure. The utility function ( , )T N

t tU C C  has the form of constant-elasticity-of-
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1
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,T N
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1
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the share of the composite consumption and 0< <1. The specifications of the utility functions 
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utility such that ( , , )T N
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1
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T
t , where  >0 is the inverse 

of the elasticity of the intertemporal substitution. 
9
 In the absence of the government sector, the representative households’ consumption expen-
ditures are financed by the value of total output minus investment plus net foreign assets. In 
addition, the assumption of perfect international capital mobility means that resources can 
always be borrowed abroad and turned into domestic capital. Thus, the total real returns paid 
to the households include the ones on the capital stock in the foreign tradable sector.
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Competitive Equilibrium and Relative Price 

The Lagrangean maximization problem with respect to 
T

tC  and 
T

tC 1  yields:

11

1
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the differentiation operator. Another set of market clearing conditions is obtained 

through differentiating the Lagrangean with respect to 1tb ,
H
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F
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N
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By substituting eq. (3) - (6) into (2), one can see the following equilibrium conditions:
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From eq. (8) and (10), it follows that in a deterministic stationary equilibrium with 
perfect sectoral capital mobility, the marginal product of capital in the tradable and 
nontradable sectors are equalised (Asea and Mendoza 1994), which is:   
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Eq. (11) may be re-written in terms of the steady-state investment as:
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The Long-run Real Exchange Rate 

Suppose that the representative households have the constrained budget 

minimization problem for unit utility: 
,T N

t tC C
Min T T N N

t t t tUC P c P c , subject to:  

1

( , ) [ ( ) (1 )( ) ]T N T N

t t t tU c c c c  = 1, where UC is the budget of the 

household for obtaining one unit of utility; 
T

tc  and 
N

tc  are the shares of one unit 

composite utility.

The first order conditions generate the following costs function:

 UC=

1 1 1

1 1 1 1[ ( ) (1 ) ( ) ]T N

t tP P .

In the perfect competitive equilibrium, the unit cost of obtaining the composite 
consumption goods equals the price of the goods. Hence, in the long-run, the price of 
the goods should take the form of: 

1 1 1
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By substituting the price equation into the real exchange rate expression te  with tq

denoting the nominal exchange rate, we can see:
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where an asterisk represents the foreign country. Multiplying the numerator and 

denominator of eq. (13) by 
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where in the Balassa and Samuelson framework it is assumed that the PPP holds for 

the tradable goods; we denote 
*

*

N

t

T

t

P

P
 as *N

tp , and 

N

t

T

t

P

P
 as 

N

tp . Eq. (14) 

demonstrates that home’s real exchange rate against foreign depends only on the 
internal relative prices of nontradable goods.
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Regression Equations 

Referring back to eq. (1), (11), (12), and (14), we can transform them into panel 
regression equations, respectively, as:
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For eq. (I), since labour productivity is a monotonic transformation of the capital-output 

ratio,
10

 the relative price of nontradable goods is in line with the relative labour 

productivity of the tradable sector. Consequently, the coefficient on )ln(
T

jt

T

jt

Y

K
, which is 

1 , needs to be positive, and the coefficient on )ln(
N

jt

N

jt

Y

K
, which is 2 , needs to be 

negative, if the Balassa-Samuelson effect holds.

Usually we restrict 3 =- 4 , and say that the coefficient on )ln(ln N

jt

T

jt  should be 

positive if the theory holds. Alternatively, we may estimate eq. (I) directly. The theory 

requires 3  and 4  to be positive and negative, respectively. By the same reasoning, 

we would expect that 2  in eq. (II), to be positive, and 3 , to be negative. Also, 2

and 3 , both in eq. (III), need to be positive and negative respectively. 

Following Kravis et al. (1983) and Stockman and Tesar (1995),
11

 we assume that 

tradables are relatively labour intensive, that is, T N . Then, under such a 

condition, both 1  and 1  should be negative.
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11
 They find that labour’s share of the income generated in the tradable sector is greater than 
that in the nontradable sector in their sample.
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The theory suggests that the real exchange rate and relative price differential between 

home and foreign countries are negatively correlated.
12

 Hence, the coefficient on 

relative price differential, which is 1  in eq. (IV), is expected to be negative. 
13

3. Data and Variable Construction

Our central contribution to the literature is the construction of a large sectoral 
database for industrial analysis, which is primarily based on the China Statistical 
Yearbook (CSYB). Therefore the details of the data and the construction of the 
empirical counterparts to the theoretical variables merit some discussion.

China is composed of twenty-two provinces (Anhui, Fujian, Gansu, Guangdong, 
Guizhou, Hainan, Hebei, Heilongjiang, Henan, Hubei, Hunan, Jiangsu, Jiangxi, Jilin, 
Liaoning, Qinghai, Shanxi, Shaanxi, Shandong, Sichuan, Yunnan, and Zhejiang), five 
autonomous regions (Guangxi, Inner Mongolia, Ningxia, Xinjiang, and Tibet), four 

municipalities (Beijing, Chongqing,
14

 Shanghai, and Tianjin), and two special 

administrative regions (Hong Kong and Macau). Hong Kong and Macau are not within 
our scope of study due to different political and administrative systems compared to 
mainland China. The data for Chongqing have been integrated with those for Sichuan 
due to the lack of data before 1997. Thus, our sample consists of thirty regions. The 
data are yearly in frequency, for the period 1985 – 2000.

The nominal exchange rate is the annual average rate that is calculated based on 
monthly averages, in Chinese RMB yuan per U.S. dollar, from the IMF’s International
Financial Statistics (IFS). The real exchange rate is the bilateral real exchange rate 
between each region of China and the United States, adjusted to the difference in the 
GDP deflators of each region and the United States. The regional GDP deflator is the 

ratio of nominal to real GDP index (2000=1000)
15

 for each region.

We follow De Gregorio and Wolf (1994) classification schemes, which classify sectors 
on the basis of export shares in output for the whole sample of regions with a cut-off 
point of 10 per cent to delineate nontradables. The 10 per cent threshold classifies the 
Chinese agriculture (farming, forestry, animal husbandry, and fishery) and industry 
(excavation, manufacturing, production and supply of power, gas, and water) as the 
tradable sector, and the remaining construction, transportation, storage, postal and 
telecommunications services, wholesale, retail trade, and catering services as the 
nontradable sector.

                                                          
12

 A fall in home’s real exchange rate against foreign implies appreciation since we define the 
nominal exchange rate as the local currency value in terms of the foreign currency.

13
 Eq. (IV) has been empirically examined by, in particular, Chinn (2000) for Asia Pacific 
countries, and Vikas and Ogaki (1999) for several exchange rates.

14
 Chongqing was formerly (until 14 March 1997) a sub-provincial city within Sichuan province. 

15
 The real GDP index is obtained through the GDP index with the preceding year treated as 
100.
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The sectoral prices (2000=100) for each region are the ratio of the nominal to real 

GDP index,
16

 both at 2000 constant prices for each sector and region. The relative 

price differential is calculated as the difference in the relative prices of each Chinese 
region and the United States.

Attempting a procedure for calculating sectoral productivity is a difficult enterprise. 
Previous analyses of productivity-based models of the real exchange rate have 

employed labour productivity,
17

 which is calculated as GDP per hour worked, or, the 

total factor productivity (TFP).
18

 As De Gregorio et al. (1994a) show, the use of labour 

productivity might be tainted by the demand effects, such as labour shedding, or, the 
unadjustment process for part-time workers especially in the agricultural sector (Chinn 
2000). In this study, we use the TFP approach constructed from the production 

functions, namely the real GDP, capital stock, employment,
19

 and factor returns.
20

 The 

gross output value is the sum of the current value of final products produced in a given 
sector during a given period with the value of intermediate goods double counted 
(CSYB). Due to the lack of data on sectoral capital stock, all total capital is 

approximated through investment,
21

 except the one for industry from 1993 to 2002, 

which is available and refers to ‘the capital received by the industrial enterprises from 
investors that could be used as operational capitals for a long period’ (CSYB). Total 
employment, according to the definition given by the CSYB, is “the number of staff 
and workers, which refers to a literal translation of the Chinese term ‘zhigong’ that 
includes employees of state-owned units in urban and rural areas (including 
government agencies), of collective-owned units in urban areas, of other ownership 
units in urban areas, and of state-collective joint ownership.” Wages necessary to the 
construction of factor returns are the total wage bills of staffs and workers, which are 
also drawn from CSYB. 

On the basis of the current OECD’s STructural ANalysis (STAN) industry list, the De 
Gregorio and Wolf (1994) 10 per cent threshold classifies the U.S. agriculture, 
hunting, forestry and fishing, mining and quarrying, total manufacturing, electricity, 

                                                          
16

 The sectoral GDP index (2000=100) is calculated through the real index of GDP (preceding 
year=100) in tradable and nontradable sectors, which is obtained using the fractions 
representing the composition of overall GDP and real GDP index by region and by individual 
sector.

17
 See, for example, Bergstrand (1991), Canzoneri et al. (1999), Froot and Rogoff (1991), Hsieh 
(1982), and Marston (1987). 

18
 See, for example, Chinn (1995), Chinn and Johnston (1996), De Gregorio et al. (1994a) and 
(1994b).

19
 Due to the lack of data for labour hours, we follow most studies and use the total employment 
data as a proxy.

20
 However, interpreting the change in TFP as exogenous supply shocks is problematic. (Evans 
1992) shows that measured Solow residuals are Granger caused by money, interest rate, and 
government expenditure. Also, the reliability of the TFP is likely to be affected by mis-
estimates of the capital stock and labour shares.

21
 Investment is the capital construction investment in ‘new projects, including construction of a 
new facility, or an addition to an existing facility, and the related activities of the enterprises, 
institutions or administrative units mainly for the purpose of expanding production activity, 
covering only projects each with a total investment of 500,000 RMB yuan and over’ (CSYB). 
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gas, and water supply sectors as tradables, and the remaining construction, 
wholesale and retail trade, restaurants and hotels, transport, storage, and 
communication sectors as nontradables. The U.S. tradable and nontradable price 
deflators are constructed by dividing the nominal value added by the real value added 
(2000 = 100) for each sector, as reported in OECD’s Annual National Accounts – Main 
Aggregates under the code VALU and VALUK respectively.

4. Empirical Results 

The empirical relevance of those long-run predictions is examined by utilizing recently 
developed non-stationary panel data methods on Chinese Regional Data.

Static Panel Data Estimation

Tables 1 - 8 provide the estimates of eq. (I), (II), (III) and (IV) for all 30 Chinese 
regions from the period 1985 – 2000, based on the pooled regression, OLS on 
differences, the least squares dummy variables (LSDV) regression using individual 
dummies in the OLS regression, the within estimates replacing y and W by subtracting 
the means of each time series, the between estimates replacing y and W by the 
individual means, the feasible generalised least squares (GLS) estimates replacing y 
and W by deviations from weighted time means, the GLS using OLS residuals, and 
the maximum likelihood estimates (MLE) obtained by iterating the GLS procedure 

(Baltagi 1995).
22

Among these static panel models, the Balassa-Samuelson proposition is supported by 
the data in the Total, LSDV, within-groups, GLS using within/between groups, GLS 
using OLS residuals, and MLE models of eq. (I) and (IV) – all coefficients are 
statistically significant and of the expected signs. When looking at the outputs for eq. 
(I), the magnitudes of the sectoral TFP coefficients suggest that the data is able to 
support our extended model in that the homogeneity restrictions on TFPs across 
sectors, are rejected. One thing that we should be aware of is that the residuals in 
those regressions do not pass the diagnostic tests so well – they all fail the AR(1) test, 
however, they do not pass the AR(2) tests.

When estimating eq. (II), in six out of the eight cases, the coefficients of the sectoral 

TFPs, that is, 2  and 3 , are significant and of the correct signs. However, the 

coefficient of the tradable capital-output ratio, 1 , remains positive in almost all cases, 

which is inconsistent with the theory. 

                                                          
22

 The linear model is given by: jtjtjtjt vxy ' ),...,1,,...,1( TtJj , where 

t  is the time effect, j  is the fixed individual effect, jtx  is a 1k  vector of time-varying 

explanatory variables assumed to be strictly exogenous, jtv is a vector of the independently 

and identically distributed errors. Stacking the data for an individual according to time, and 

then stacking all individuals, and combining the data into W= [X:D] yields vWy .
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The results from estimating eq. (III) are less satisfactory. Although the coefficient of 

the nontradable TFP, 3 , appears significant and negative in almost all cases, the 

remaining coefficients are of the wrong sign, or not statistically different from zero. 
Residuals from most regressions do not pass the AR(2) tests so well.

Dynamic Panel Data Estimation

In this section, we estimate eq. (I) - (IV) in levels, using one- and two-step GMM 
(Arellano and Bond 1991) and combined GMM estimation (Arellano and Bover 1995; 
Blundell and Bond 1998). The standard errors and tests are based on the robust 
variance matrix. In order to determine the proper lag length, we estimate equations 

with different combinations of the lag structure of the jtx  matrix. Among our 

experiments, we choose to look at the results where residuals pass both the Sargan
23

and AR(2) test, and fail the AR(1) test.
24

When we estimate eq. (I), we choose the results generated by the two-step GMM 
estimation with one lag on relative price, tradable capital-output ratio, and nontradable 
TFP, and two lags on nontradable capital-output ratio and tradable TFP, respectively 
(Table 9). Under such specifications of instruments in GMM estimators, the residuals 

                                                          

23
 The dynamic panel data model is given by: jtjtjt

K

k
kt,jkjt vx)L(yy

1

,

)T,...,qt,J,...,j( j11 , where k  is the coefficient on lagged jy , )L(  is a vector of 

associated polynomials in the lag operator, jtx  is a 1K  vector of time-varying explanatory 

variables assumed to be strictly exogenous, t  is the time effect, j  is the fixed individual 

effect, and jtv  is a vector of the independently and identically distributed errors, and q is the 

maximum lag length in the model.

The Sargan (1958, 1988) test tests the over-identifying restrictions. Define 

1

1

1
)ZH'Z

J
(A jj

J

j
jJ , where jZ is a matrix of instrumental variables; jH is a weighting 

matrix. If JA  is optimal for any given jZ , then under the null hypothesis that the instruments 

in Z  are exogenous (i.e. uncorrelated with the individual effect j ), the test statistic is 

2

11
r

*
j

J

j
jJ

J

j
j

*
j ~)v̂'Z(A)Z'v̂( , where r represents the differences between the number of 

columns in Z and the number of columns in X.   
24

 If the AR(1) model is mean-stationary, then jty  are uncorrelated with j , which suggests 

that 1,tjy  can be used as instruments in the levels equations (Arellano and Bover 1995; 

Blundell and Bond 1998). 
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pass all diagnostic tests well. All the estimated coefficients have the expected signs; 

although the tradable capital-output ratio )( 1  and TFP )( 3  are insignificant.

We follow the same lag selection procedure described above to estimate eq. (II) - (IV) 
(Table 9). The coefficient that appears consistent with the theory is the one on 
nontradable TFP, which is negative and statistically different from zero throughout eq. 
(II) and (III). The remaining coefficients, such as the ones on investment-output ratio 

( 1 ) and on relative price differential ( 1 ), do not have the expected signs; the 

coefficients of tradable TFP in eq. (II) and (III), are either insignificant (p-value=0.23), 
or negative (-0.04).

For combined GMM estimation (Table 10), the results are generally similar to the 
GMM estimation with one exception. The estimated coefficient on relative price 

differential, which is 1  in eq. (IV), is negative and significant with residuals passing 

all the diagnostic tests. Thus, China is observed a correct direction in the change in 
the relative prices - assuming that the law of one price for tradable goods hold, then, 
for China, during its fast growing 1985 – 2000 period, the higher the relative price of 
nontradable goods, the lower the real exchange rate would become.

5. Conclusions

The paper extends the Asea and Mendoza (1994) setting to consider asymmetric 
productivity shocks across sectors. Testing this model on Chinese Regional Data aid 
of non-stationary panel data techniques, it shows that eq. (I) of our extended Asea 
and Mendoza (1994) model is a reasonable empirical representation of the Chinese 
Balassa-Samuelson effect. The static panel data model seems mis-specified as it left 
out all the dynamics, and the best results are, as expected, from the dynamic one. 
This can be seen by looking at the Sargan test, which suggests that the instruments 
are exogenous. In fact, Hall and Urga (1998) show that when T is small and J is large, 
the GMM estimator is an efficient estimator, especially when taking the first 
differences or orthogonal deviations to eliminate the fixed effects. In addition, the 
combined two-step GMM estimation shows that China has managed to keep its real 
exchange rate appreciated while its growth rate is respectably high. 
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Tables

Table 1 

Pooled (Total) regression 

Coefficient Eq. (I) Coefficient Eq. (II) Coefficient Eq. (III) Coefficient Eq. (IV) 

1
0.75**

1
0.15

1
-0.15**

1
-0.58**

 (0.01)  (0.63)  (0.00)  (0.00) 

2
-0.78**

2
-0.04

2
-0.31** - -

 (0.00)  (0.91)  (0.00) - - 

3
0.60*

3
-0.07

3
-0.10** - - 

 (0.08)  (0.16)  (0.03) - - 

4
-0.92** - - - - - - 

 (0.00) - - - - - - 
Constant 0.79** Constant 0.37** Constant 0.13 Constant 2.54** 

 (0.00)  (0.05)  (0.41)  (0.00) 
Trend no Trend no Trend no Trend no 

AR(1) test 4.04** AR(1) test 4.44** AR(1) test 4.29** AR(1) test 25.13** 
 (0.00)  (0.00)  (0.00)  (0.00) 

AR(2) test 3.97** AR(2) test 4.14** AR(2) test 4.03** AR(2) test 16.01** 
 (0.00)  (0.00)  (0.00)  (0.00) 

1  = 
)/( YK

 in T sector, 2  = 
)/( YK

 in N, 3  = TFP in T, 4  = TFP in N;

1  = 
)/( YK

 in T, 2  = TFP in T, 3  = TFP in N; 

1  = 
)/( YI

 in T, 2  = TFP in T, 3  = TFP in N; 

1  = relative price differential between U.S. and China. 
Note. 1) The figures in parentheses refer to p-values; 2) Statistical significance at 5 per cent and 
10 per cent levels are denoted by ** and * respectively. 

Table 2 

OLS on differences regression 

Coefficient Eq. (I) Coefficient Eq. (II) Coefficient Eq. (III) Coefficient Eq. (IV) 

1
0.44

1
0.70**

1
0.19**

1
-0.02

 (0.32)  (0.05)  (0.01)  (0.69) 

2
-0.88**

2
0.66*

2
-0.04** - -

 (0.00)  (0.08)  (0.00) - - 

3
0.42

3
-0.31**

3
-0.28** - - 

 (0.36)  (0.00)  (0.00) - - 

4
-1.06** - - - - - - 

 (0.00) - - - - - - 
Constant -0.02** Constant -0.00 Constant -0.01** Constant -0.07** 
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Coefficient Eq. (I) Coefficient Eq. (II) Coefficient Eq. (III) Coefficient Eq. (IV) 

 (0.01)  (0.69)  (0.01)  (0.00) 
Trend no Trend no Trend no Trend no 

AR(1) test -1.89* AR(1) test -1.61 AR(1) test -1.23 AR(1) test -3.83** 
 (0.06)  (0.11)  (0.22)  (0.00) 

AR(2) test 1.96 AR(2) test 0.67 AR(2) test 0.61 AR(2) test -2.73** 
 (0.05)  (0.51)  (0.54)  (0.01) 

1  = 
)/( YK

 in T sector, 2  = 
)/( YK

 in N, 3  = TFP in T, 4  = TFP in N;

1  = 
)/( YK

 in T, 2  = TFP in T, 3  = TFP in N; 

1  = 
)/( YI

 in T, 2  = TFP in T, 3  = TFP in N; 

1  = relative price differential between U.S. and China. 

Note. 1) The figures in parentheses refer to p-values; 2) Statistical significance at 5 per cent and 
10 per cent levels are denoted by ** and * respectively. 

Table 3 

Least squares dummy variables (LSDV) regression using individual 

dummies in the OLS regression 

Coefficient Eq. (I) Coefficient Eq. (II) Coefficient Eq. (III) Coefficient Eq. (IV) 

1
1.19**

1
0.95**

1
0.09

1
-0.68**

 (0.00)  (0.00)  (0.16)  (0.00) 

2
-0.68**

2
0.75**

2
-0.36** - -

 (0.00)  (0.01)  (0.00) - - 

3
1.05**

3
-0.20**

3
-0.13** - - 

 (0.02)  (0.00)  (0.01) - - 

4
-0.87** - - - - - - 

 (0.00) - - - - - - 
Constant 0.54** Constant 0.07 Constant 0.86** Constant 2.64** 

 (0.00)  (0.67)  (0.00)  (0.00) 
Trend no Trend no Trend no Trend no 

AR(1) test 3.70** AR(1) test 4.19** AR(1) test 4.27** AR(1) test 19.47** 
 (0.00)  (0.00)  (0.00)  (0.00) 

AR(2) test 3.21** AR(2) test 3.76** AR(2) test 3.15** AR(2) test 10.05** 
 (0.00)  (0.00)  (0.00)  (0.00) 

1  = 
)/( YK

 in T sector, 2  = 
)/( YK

 in N, 3  = TFP in T, 4  = TFP in N;

1  = 
)/( YK

 in T, 2  = TFP in T, 3  = TFP in N; 

1  = 
)/( YI

 in T, 2  = TFP in T, 3  = TFP in N; 
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1  = relative price differential between U.S. and China. 
Note. 1) The figures in parentheses refer to p-values; 2) Statistical significance at 5 per cent and 
10 per cent levels are denoted by ** and * respectively. 

Table 4 

 Within-groups regression 

Coefficient Eq. (I) Coefficient Eq. (II) Coefficient Eq. (III) Coefficient Eq. (IV) 

1
1.19**

1
0.95**

1
0.09

1
-0.68**

 (0.00)  (0.00)  (0.16)  (0.00) 

2
-0.68**

2
0.75**

2
-0.36** - -

 (0.00)  (0.01)  (0.00) - - 

3
1.05**

3
-0.20**

3
-0.13** - - 

 (0.02)  (0.00)  (0.01) - - 

4
-0.87** - - - - - - 

 (0.00) - - - - - - 
Constant - Constant - Constant - Constant - 

 -  -  -  - 
Trend no Trend no Trend no Trend no 

AR(1) test 3.70** AR(1) test 4.19** AR(1) test 4.27** AR(1) test 20.05** 
 (0.00)  (0.00)  (0.00)  (0.00) 

AR(2) test 3.21** AR(2) test 3.76** AR(2) test 3.15** AR(2) test 10.82** 
 (0.00)  (0.00)  (0.00)  (0.00) 

1  = )/( YK  in T sector, 2  = )/( YK  in N, 3  = TFP in T, 4  = TFP in N;  

1  = )/( YK  in T, 2  = TFP in T, 3  = TFP in N; 

1  = )/( YI  in T, 2  = TFP in T, 3  = TFP in N; 

1  = relative price differential between U.S. and China. 

Note. 1) The figures in parentheses refer to p-values; 2) Statistical significance at 5 
per cent and 10 per cent levels are denoted by ** and * respectively. 

Table 5 

Between-groups regression 

Coefficient Eq. (I) Coefficient Eq. (II) Coefficient Eq. (III) Coefficient Eq. (IV) 

1
0.25

1
-0.00

1
0.09

1
-0.08

 (0.68)  (1.00)  (0.66)  (0.52) 

2
-0.40

2
-0.02

2
0.12 - -

 (0.22)  (0.98)  (0.71) - - 

3
0.19

3
-0.03

3
-0.04 - - 

 (0.80)  (0.78)  (0.72) - - 

4
-0.48 - - - - - - 



 A Test of the Balassa-Samuelson Effect Applied to Chinese Regional Data 

Romanian Journal of Economic Forecasting – 2/2010 75

Coefficient Eq. (I) Coefficient Eq. (II) Coefficient Eq. (III) Coefficient Eq. (IV) 

 (0.21) - - - - - - 
Constant 0.47 Constant 0.11 Constant 0.23 Constant 2.66** 

 (0.32)  (0.77)  (0.45)  (0.00) 
Trend No Trend no Trend no Trend no 

AR(1) test - AR(1) test - AR(1) test - AR(1) test - 
 -  -  -  - 

AR(2) test - AR(2) test - AR(2) test - AR(2) test - 
 -  -  -  - 

1  = 
)/( YK

 in T sector, 2  = 
)/( YK

 in N, 3  = TFP in T, 4  = TFP in N;

1  = 
)/( YK

 in T, 2  = TFP in T, 3  = TFP in N; 

1  = 
)/( YI

 in T, 2  = TFP in T, 3  = TFP in N; 

1  = relative price differential between U.S. and China. 
Note. 1) The figures in parentheses refer to p-values; 2) Statistical significance at 5 per cent and 
10 per cent levels are denoted by ** and * respectively. 

Table 6 

GLS using within/between-groups regression 

Coefficient  Eq. (I) Coefficient Eq. (II) Coefficient Eq. (III) Coefficient  Eq. (IV) 

1
1.14**

1
0.80**

1
-0.01

1
-0.63**

 (0.00)  (0.00)  (0.83)  (0.00) 

2
-0.70**

2
0.59**

2
-0.34** - -

 (0.00)  (0.00)  (0.00) - - 

3
1.00**

3
-0.18**

3
-0.13** - - 

 (0.00)  (0.00)  (0.00) - - 

4
-0.88** - - - - - - 

 (0.00) - - - - - - 
Constant 0.65** Constant 0.31** Constant 0.69** Constant 2.53** 

 (0.00)  (0.00)  (0.00)  (0.00) 
Trend No Trend no Trend no Trend no 

AR(1) test 13.96** AR(1) test 17.94** AR(1) test 15.64** AR(1) test 22.84** 
 (0.00)  (0.00)  (0.00)  (0.00) 

AR(2) test 9.22** AR(2) test 10.64** AR(2) test 7.33** AR(2) test 13.51** 
 (0.00)  (0.00)  (0.00)  (0.00) 

1  = 
)/( YK

 in T sector, 2  = 
)/( YK

 in N, 3  = TFP in T, 4  = TFP in N;

1  = 
)/( YK

 in T, 2  = TFP in T, 3  = TFP in N; 
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1  = 
)/( YI

 in T, 2  = TFP in T, 3  = TFP in N; 

1  = relative price differential between U.S. and China. 
Note. 1) The figures in parentheses refer to p-values; 2) Statistical significance at 5 per cent and 
10 per cent levels are denoted by ** and * respectively. 

Table 7 

GLS using OLS residuals

Coefficient Eq. (I) Coefficient Eq. (II) Coefficient Eq. (III) Coefficient Eq. (IV) 

1
1.13**

1
0.79**

1
-0.01

1
-0.64**

 (0.00)  (0.00)  (0.65)  (0.00) 

2
-0.70**

2
0.59**

2
-0.34** - -

 (0.00)  (0.00)  (0.00) - - 

3
0.99**

3
-0.18**

3
-0.13** - - 

 (0.00)  (0.00)  (0.00) - - 

4
-0.88** - - - - - - 

 (0.00) - - - - - - 
Constant 0.65** Constant 0.31** Constant 0.66** Constant 2.52** 

 (0.00)  (0.00)  (0.00)  (0.00) 
Trend no Trend no Trend no Trend no 

AR(1) test 14.22** AR(1) test 18.00** AR(1) test 15.84** AR(1) test 22.03** 
 (0.00)  (0.00)  (0.00)  (0.00) 

AR(2) test 9.49** AR(2) test 10.70** AR(2) test 7.58** AR(2) test 12.60** 
 (0.00)  (0.00)  (0.00)  (0.00) 

1  = )Y/K(  in T sector, 2  = )Y/K(  in N, 3  = TFP in T, 4  = TFP in N;

1  = )Y/K(  in T, 2  = TFP in T, 3  = TFP in N; 

1  = )Y/I(  in T, 2  = TFP in T, 3  = TFP in N; 

1  = relative price differential between U.S. and China. 

Note. 1) The figures in parentheses refer to p-values; 2) Statistical significance at 5 per cent and 
10 per cent levels are denoted by ** and * respectively. 

Table 8

Maximum likelihood estimates (MLE) obtained by iterating  

the GLS procedure 

Coefficient Eq. (I) Coefficient Eq. (II) Coefficient Eq. (III) Coefficient Eq. (IV) 

1
1.15**

1
0.88**

1
0.04

1
-0.65**

 (0.00)  (0.00)  (0.26)  (0.00) 

2
-0.69**

2
0.68**

2
-0.35** - -

 (0.00)  (0.00)  (0.00) - - 

3
1.01**

3
-0.19**

3
-0.13** - - 
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Coefficient Eq. (I) Coefficient Eq. (II) Coefficient Eq. (III) Coefficient Eq. (IV) 

 (0.00)  (0.00)  (0.00) - - 

4
-0.88** - - - - - - 

 (0.00) - - - - - - 
Constant 0.64** Constant 0.30** Constant 0.84** Constant 2.52** 

 (0.00)  (0.00)  (0.00)  (0.00) 
Trend no Trend no Trend no Trend no 

AR(1) test 13.44** AR(1) test 16.15** AR(1) test 14.51** AR(1) test 21.89** 
 (0.00)  (0.00)  (0.00)  (0.00) 

AR(2) test 8.68** AR(2) test 8.66** AR(2) test 5.99** AR(2) test 12.44** 
 (0.00)  (0.00)  (0.00)  (0.00) 

1  = )Y/K(  in T sector, 2  = )Y/K(  in N, 3  = TFP in T, 4  = TFP in N;

1  = )Y/K(  in T, 2  = TFP in T, 3  = TFP in N; 

1  = )Y/I(  in T, 2  = TFP in T, 3  = TFP in N; 

1  = relative price differential between U.S. and China. 

Note. 1) The figures in parentheses refer to p-values; 2) Statistical significance at 5 per cent and 
10 per cent levels are denoted by ** and * respectively. 

Table 9 

One- or two-step GMM regression 

Coefficient Eq. (I) Lag Coefficient Eq. 
(II)

Lag Coefficient Eq. 
(III)

Lag Coefficient Eq.  
(IV)

Lag

1
0.56 1 

1
0.60 1 

1
0.21** 1 

1
0.08* 1 

 (0.40)   (0.18)   (0.00)   (0.08)  

2
-

0.95**
2

2
0.57 2 

2
-0.04** 1 - - - 

 (0.00)   (0.23)   (0.01)  - - - 

3
0.56 2 

3
-

0.31**
1

3
-0.19** 2 - - - 

 (0.42)   (0.00)   (0.07)  - - - 

4
-

0.98**
1 - - - - - - - - - 

 (0.00)           
Constant 0.03  Constant -0.00  Constant 0.01  Constant -0.05**  

 (0.75)   (0.99)   (0.74)   (0.00)  
Trend no  Trend no  Trend yes  Trend no  

1 or 2-step 2-step  1 or 2-step 2-step  1 or 2-step 1-step  1 or 2-step 2-step  
Sargan

test
25.19  Sargan 

test
28.55  Sargan 

test
104.00  Sargan 

test
29.95

 (1.00)   (1.00)   (0.48)   (1.00)  
AR(1) test -1.62*  AR(1) test -1.23  AR(1) test -2.25**  AR(1) test -3.64**  

 (0.10)   (0.22)   (0.02)   (0.00)  
AR(2) test 1.41  AR(2) test -0.02  AR(2) test -1.43  AR(2) test -0.29  

 (0.16)   (0.98)   (0.15)   (0.77)  

1  = )Y/K(  in T sector, 2  = )Y/K(  in N, 3  = TFP in T, 4  = TFP in N;
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1  = )Y/K(  in T, 2  = TFP in T, 3  = TFP in N; 

1  = )Y/I(  in T, 2  = TFP in T, 3  = TFP in N; 

1  = relative price differential between U.S. and China. 

Note. 1) The GMM estimation uses the instruments for transformed equations; 2) The figures in 
parentheses refer to p-values; 3) Statistical significance at 5 per cent and 10 per cent levels are 
denoted by ** and * respectively. 

Table 10 

One- or two-step combined GMM regression 

Coeffi-
cient

Eq. (I) Lag Coeffi-
cient

Eq. (II) Lag Coeffi-
cient

Eq.
(III)

Lag Coeffi-
cient

Eq.
(IV)

Lag

1
0.15 1 

1
0.49 1 

1
0.20** 1 

1
-

0.12**
1

 (0.56)   (0.13)   (0.00)   (0.04)  

2
-0.64** 1 

2
0.47 1 

2
-0.04** 1 - - - 

 (0.00)   (0.19)   (0.04)  - - - 

3
0.08 1 

3
-0.27** 1 

3
-0.12* 1 - - - 

 (0.74)   (0.00)   (0.07)  - - - 

4
-0.71** 1 - - - - - - - - - 

 (0.00)           
Constant 0.22**  Constant 0.01  Constant 0.15**  Constant 0.28**  

 (0.02)   (0.86)   (0.00)   (0.00)  
Trend yes  Trend no  Trend yes  Trend no  
1 or 2-
step

1-step  1 or 2-
step

1-step  1 or 2-
step

1-step  1 or 2-
step

2-
step

Sargan
test

337.00  Sargan 
test

495.30  Sargan 
test

272.60  Sargan 
test

29.94

 (1.00)   (0.19)   (1.00)   (1.00)  
AR(1)
test

-1.63*  AR(1) test -1.23  AR(1) test -1.79*  AR(1) 
test

-
3.83**

 (0.10)   (0.21)   (0.07)   (0.00)  
AR(2)
test

0.82  AR(2) test 1.03  AR(2) test 0.59  AR(2) 
test

-0.07

 (0.41)   (0.30)   (0.56)   (0.94)  

1  = )Y/K(  in T sector, 2  = )Y/K(  in N, 3  = TFP in T, 4  = TFP in N;

1  = )Y/K(  in T, 2  = TFP in T, 3  = TFP in N; 

1  = )Y/I(  in T, 2  = TFP in T, 3  = TFP in N; 

1  = relative price differential between U.S. and China. 
Note. 1) The GMM estimation uses the combination of instruments for both transformed and 
level equations; 2) The figures in parentheses refer to p-values; 3) Statistical significance at 5 
per cent and 10 per cent levels are denoted by ** and * respectively.


