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Abstract  
The paper uses linear and non-linear autoregressive distributed lag (ARDL and NARDL) models 
to examine the short-and long-term impacts of real effective exchange rate (REER) on industrial 
production, exports and imports in Hungary, Poland, Romania and Serbia over the period of 
2000Q1–2022Q4. Also, we carry out Granger causality tests as a robustness checking of ARDL 
and NARDL results. Finally, we conduct a volatility analysis of REER based on the estimates of 
the GARCH and EGARCH models. The results of bounds tests of ARDL and NARDL indicate the 
existence of linear and nonlinear cointegrations between industrial production and selected 
macroeconomic variables. Short-run and long-run Granger causality test results do support the 
results of ARDL and NARDL models. It is of exceptional importance for the policymakers to 
observe the influence of REER volatility on industrial production and exports after the onset of 
the global financial crisis, by comparing the average values of volatility and the inter-annual 
growth rates of the mentioned aggregates. REER and its volatility is one of the key variables in 
sample countries to affect the industrial production, exports and imports. Policies aiming to 
influence these variables should take into account dynamic relations between REER and other 
variables. The results show that the long-term application of free-floating exchange rate (case of 
Poland with high REER volatility) is adequate in terms of providing an incentive for export and 
industry growth. When applying managed floating and floating exchange rate (Hungary, Romania 
and Serbia) the impact of REER volatility depends on case-by-case basis especially after the 
outbreak of the global financial crisis. High REER volatility in Hungary did not have a negative 
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impact on the growth of its exports and industrial production. Low REER volatility in Serbia and 
Romania was followed by lowest growth rates of industrial production in Serbia while it was not 
the case in Romania. 

Keyword: Exchange rate, production, exports, targeted inflation, ARDL 
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1. Introduction 
Since 2000, there have been two groups of studies focused on analysing the influence of the 
REER on the economic activity in developing countries or emerging market economies (EME). In 
the first group the influence of the REER on economic growth is quantified mostly in terms of the 
GDP per capita. In the second group the link between the REER and imports and exports in a 
selected group of countries with different or similar exchange rate regimes is most frequently 
analysed. Our focus is on the second group of studies. The results of the evaluation of the 
influence of the REER on exports and imports vary from country to country and depend on the 
chosen model. They mainly refer to Asian EME and were reached, among other things, by means 
of the autoregressive distributed lag (ARDL) model. A combination of the ARDL Bounds testing 
cointegration approach and generalized autoregressive conditional heteroskedasticity (GARCH) 
models was used only by Alam & Qazi (2012).  

This paper includes four EMEs from Europe with targeted inflation which, after the onset of the 
global financial crisis (GFC), implemented, according to the International Monetary Fund’s (IMF’s) 
classification one of two variants of the de facto floating exchange rate regime – Hungary, Poland, 
Romania and Serbia. For the first time a combination of the ARDL Bounds testing approach and 
GARCH models will be used to examine the link between the REER and industrial production, 
exports and imports in those countries. We first examine the time series properties of variables 
i.e., degree of integration of variables. Secondly, we continue with testing the presence of 
cointegration among variables, and finally we test the short-term and long-term causalities by 
using Granger causality tests. Also, by using GARCH or EGARCH models, we try to model the 
volatilities of REER for each country and observe its effects on other variables.  

The main findings are as follows. First, there are evidences of long-term relationships among the 
REER, industrial production, exports and imports in the four countries. Secondly, short-term and 
long-term Granger causality tests support the view that REER is one of the key factors affecting 
the industrial production, exports and imports. Thirdly, the highest volatility of REER in Poland 
was not an obstacle for good export performances of the Polish economy after GFC.  

Emerging market economies with different exchange rate regimes (currency board arrangements 
and fixed exchange rates) cannot be compared with the aforementioned countries, and were thus 
not included in this analysis. 

In our paper we intend to answer the following research questions. Is there a long-term 
relationship between the REER and industrial production? Is there a short-term and/or long-term 
relationship between the REER and real exports/imports? Does the selected exchange rate 
regime have a significant impact on industrial production and real exports/imports?  

The first contribution of the paper is that we present short-and long-run effects together. The 
second contribution is that we provide evidences of causal relations among the variables. Finally, 
we estimate the volatility of exchange rate so that one can easily see the effects of exchange rate 
regime on the exchange rate. 

The next part provides the literature review. The goals of the analysis are described in the second, 
and methodology and data in the third part. The results are presented in the fourth part and the 
conclusions in the fifth. 
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2. Literature Review 
Starting from the model which was used in the evaluation of the REER’s influence on the real 
sector of the economy we grouped the studies into those in which ARDL and GARCH models 
were not used and those in which one of those two models was used.  

2.1 Studies which were not based on the ARDL and GARCH models 

Using the baseline panel regression, Rodrik (2008) determined that the connection between the 
REER and economic growth per capita was particularly pronounced in developing countries. 
According to his evidence, the undervaluation of the currency affects the share of tradables in the 
economy. Developing countries accomplish faster growth if they increase profitability of tradables. 
(Rodrik, 2008, p. 370). The results imply that a 50 percent undervaluation is related to an annual 
increase of real income per capita of 1.3 percentage points (Rodrik, 2008, p. 374).  

According to the findings of Rapetti, Skott & Razmi (2011), based on the model used by Rodrik 
(2008), a competitive real exchange rate is positively correlated with higher economic growth. 
There are two possible explanations for that. Firstly, an undervalued exchange rate has a 
stimulative effect on the re-allocation of resources in the direction of tradable sector (Rapetti, 
Skott, Razmi, 2011, p. 4). Secondly, they emphasize the role of a competitive real exchange rate 
on loosening foreign exchange bottlenecks as a limiting factor of economic growth. Thus, the 
positive effect of currency undervaluation has a tendency to decrease with the level of GDP per 
capita. This is contrary to Rodrik’s findings. Their results suggest that the effect of undervaluation 
on growth appears sizable for middle-income countries, and not only for poor countries (Rapetti, 
Skott, Razmi, 2011, p. 8). 

According to the results gained by Habib, Mileva & Stracca (2016), real depreciation 
(appreciation) significantly increases (decreases) annual GDP growth per capita. However, that 
applies only to developing countries with fixed exchange rates (pegs) and is substantially less for 
advanced countries. They confirmed and strengthened Rodrik's (2008) conclusion. With regards 
to policy implications they concluded that it is unclear what type of exchange rate regime a 
developing country should implement in order to promote growth. (Habib, Mileva & Stracca, 2016, 
p. 17). 

Starting from our research goal, we will focus our attention on the most recent studies which 
examine the influence of the REER on industrial production, exports and imports by implementing 
different econometric tools. The direct influence on industrial production is not covered by recent 
studies. Because of the existence of the feedback loop between imports and exports on one side, 
and exchange rates on the other, the explanation for their inter-relationship is not a simple one. 
Using an Engle Granger residual based cointegration technique, Ozturk & Kalyoncu (2009) 
examined the impact of exchange rate volatility on trade flows. The analysis included six countries 
over 1980–2005 period. They found that increasing volatility of the REER exerts significant both 
negative and positive effects on trade in the long run (Ozturk & Kalyoncu, 2009, p. 499).  

Using panel cointegration techniques and annual data for the 1985-2012 period, Genc & Artar 
(2014) found that in the long run there was a co-integrated relationship between the REER 
(effective exchange rate index) and exports-imports in the selected group of 25 emerging 
countries. In addition, for five countries (Bolivia, Cameroon, Dominica, Gabon and Mexico) the 
short-term parameters are also statistically significant.  

Based on the de facto exchange rate regimes in the selected 12 emerging Asian economies for 
the 1999–2009 period, Rajan (2012) analysed the impact of real exchange rate devaluation on 
the sectoral reallocation of resources. He concluded that real exchange rate undervaluation could 
rapidly boost East Asian economies (Rajan, 2012, p. 65). Four out of twelve countries that were 
included in the sample implemented inflation targeting.   
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According to Berthou (2008), the reaction of exports to exchange rate changes varies depending 
of the nature of the country to which exports are destined. He implemented the Hausman test for 
the estimation of the gravity equation and the Poisson Pseudo Maximum Likelihood (PPML) 
estimator, using data for 27 industries including 20 OECD exporters and 52 importing countries 
(developed and developing) during the 1989-2004 period. His findings confirm that a  real 
(bilateral) exchange rate appreciation reduces the value of bilateral exports. When the importer 
is an OECD country, the elasticity is higher as opposed to the case when the importer is a 
developing country. (Berthou, 2008, p. 39) 

By using cointegration techniques and ERC (Error Correction Models), Hassan, Chakraborty, 
Sultana & Rahman (2016) showed that although the REER in Bangladesh had a significant long-
term impact on exports, this influence is not statistically significant in the short term (Hassan, et 
al. 2016, p. 11). REER appreciation had a negative influence on real export earnings in the long 
run. In the case of Pakistan, using cointegration techniques and monthly data (December 1981-
January 2003), Kemal & Qadir (2005) confirmed the existence of long-term dependence between 
the REER and exports and imports. This connection proved to be negative in the case of exports 
and positive in that of imports. In contrast to imports, exports did not react to the sudden shock in 
the real exchange rate. On this basis they concluded “that devaluation might be helpful in 
improving the trade balance” (Kemal & Qadir, 2005, p. 193). Consequently, there are strong long-
term linkages between imports and exports (correlation of 0.96). 

Lanau (2017) used panel difference-in-difference methodology to test the effects of real exchange 
rate depreciation on growth across sectors in Latin American countries (Argentina, Brazil, Chile, 
Colombia, Costa Rica, and Mexico). The results show that sectors that export more grow 
relatively faster due to depreciation. 

Following the model of Rodrik (2008), Cizmović, Shachmurove & Vulanovic (2021) examined the 
impact of the REER on the industry value-added share in GDP. The analysis included 25 Eastern 
European countries, for the period from 1995 to 2018. The 25 countries included Hungary, 
Poland, Romania and Serbia. By applying heterogeneous panel common factor approach they 
concluded there is a significant negative relationship between currency strengthening and 
industrial production (Cizmović, Shachmurove & Vulanovic, 2021, p. 863). According to their 
paper increases in the REER result in deindustrialisation on average, while negative effect of 
appreciation is less pronounced in countries with the higher economic complexity index and 
broader participation of their industries in global value chains. 

Bošnjak, Kordić & Novak, (2021) examined the relationship between REER and industry 
production in Croatia based on monthly data from January 2000 up to June 2019. They applied 
wavelet coherence analysis with conventional correlation analysis. The empirical findings 
suggested positive relationship between industrial productivity and REER in Croatia, with 
depreciation as a factor of positive influence on industrial productivity (Bošnjak, Kordić & Novak, 
2021, p. 30). The paper explains limits of depreciation of national currency for improving price 
competitiveness of Croatian industry: past hyperinflation and high levels of unofficial euroization. 

On the basis of statistical data analysis, Twarowska (2015) indicated the relatively high degree of 
volatility of the NEER and REER of the Polish zloty against the euro in the 2004-2013 period. 
Consequently, Poland was able to avoid a large drop in exports and GDP during the financial and 
economic crisis (Twarowska, 2015, p. 54). During the implementation of a free-floating exchange 
rate regime in Poland, the zloty depreciation resulted in a growth in exports and a decline in the 
value of imports. The final outcome was the improvement of Poland’s trade balance and the 
conclusion that the fast adoption of the euro was not necessary for Poland. For the selection of 
the optimal exchange rate regime in EME, the experience of Poland was particularly interesting 
because out of the four countries with targeted inflation included in this paper – Hungary, 
Romania, Poland and Serbia, Poland was the only one which transferred to the free-floating 
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regime in 2000. This was after the implementation of the crawling peg, and before the fixed 
exchange rate regime.  

2.2 Papers based on ARDL and GARCH models  

A literature review of those studies which refer to the effects of exchange rate (NEER and REER) 
volatility on trade between 1984 and 2005 was provided by Ozturk (2006, p. 88-92). The most 
frequently used estimation techniques were OLS, then GARCH and ARCH (five times) followed 
by Cointegration and VAR (four times). 

In their literature review pertaining to the relationship between exchange rates and international 
trade, in the part dealing with the effects of exchange rate volatility on trade, Auboin & Ruta (2011) 
stated exchange rate volatility has a negative impact on trade flows on average. The extent of 
this effect is influenced by a number of factors such as the structure of production and the degree 
of economic integration across countries. 

The relationship of the exchange rate with the exports and imports of major South-Asian 
Countries and Southeast Asian Countries over the 1979-2010 period was examined by 
Chaudhary, Hashmi & Khan (2016). Those countries had implemented a flexible/managed 
exchange rate regime since the late 70’s or early 80’s. Using the ARDL approach to cointegration 
and ECM they came across two findings. The long run relationship between exchange rate and 
exports exists in majority of countries including Pakistan, India, Bangladesh, Sri Lanka and 
Indonesia. However, the significant short run relationship between the mentioned variables does 
not exist in most of the sample countries. Hence, it was not the REER that was used, but the 
NEER against the USD, while the exports and imports were given in the national currencies of 
the sample countries. Consequently, the results are not comparable with the findings from the 
aforementioned studies.  

An estimation of the exports demand for Pakistan was carried out by Alam & Qazi (2012). They 
used an ARDL model for the period 1982Q1-2008Q2 to examine the long as well as the short run 
impact of REER volatility along with foreign real income, relative price of exports and REER on 
demand for exports. The standard deviation of GARCH variance was used to measure REER 
volatility. They conclude that demand for real exports is co-integrated with the REER and REER 
volatility, as well as with real foreign income and the relative price of aggregate exports. The 
volatility of the REER has adversely affected Pakistan’s aggregate exports in the long run.  

Sugiharti, Esquivias & Setyorani (2020) analysed the impact of REER volatility on Indonesia’s 
export to China, India, South Korea, Japan, and the USA from 2006 to 2018 using GARCH and 
ARDL models. They concluded that exports were positively related with industrial production for 
China, India, and South Korea, while it was not the case for US and Japan. 

3. Goals analysis 
The major goal of this study is to establish whether there is link between the REER and the 
selected economic activity indexes of four countries with targeted inflation: Hungary, Romania, 
Poland and Serbia. For this goal, we try to provide evidences for the following research questions:   

1. Is there a long-term relationship between the REER and industrial production?    
2. Is there a short-term and/or long-term relationship between the REER and real 

exports/imports?        
3. Does the selected exchange rate regime - managed floating and floating (in the cases 

of Hungary, Romania and Serbia) and free floating (in the case of Poland) have a 
significant impact on industrial production and real exports/imports?          

The four countries are selected as they implement the same monetary policy, inflation targeting, 
which assumes the application of floating exchange rate regime. Given such criteria the four 
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countries are a homogenous group and results of quantitative analysis are comparable and useful 
for economic policy decision makers. There are CEE countries that do not use inflation targeting 
and do not implement floating exchange rate regime.  

It is necessary to establish the differences in the REER’s volatility in the four countries. After that 
it may be concluded which de facto exchange rate regime with inflation targeting, viewed in the 
long-term, contributed most to boosting export growth, and in turn industrial production. 

4. Methodology and Data 

4.1 Empirical Method 

To examine the dynamic connections between REER and selected macroeconomic variables, we 
employ an empirical strategy which consists of two main parts. In the first part of our empirical 
work, we adopted three stages method. In the first stage, we try to determine the degree of 
integration of variables by using traditional as well as structural break unit root tests4. After 
establishing that all variable are not integrated of order two and they have a degrees of integration 
like I(1) and I(0), in the second stage, we carry out linear and nonlinear cointegration tests within 
the framework of ARDL and NARDL Bounds testing approach. Finally, we carry out Granger 
causality tests within the VECM framework as a robustness checking of ARDL and NARDL 
results.  

In the second part of our empirical analysis, we estimate GARCH and EGARCH models to obtain 
the volatilities of REER and use these volatilities to examine their effects on exports, imports and 
industrial production. 

As is indicated in Arize (2017) and other studies, there are some advantages of ARDL modelling. 
Also, as is argued by Batten, Ciner and Lucey (2010) Özer et al. (2020); Zhou (2020); Brownlees 
(2010) and Dyhrberg, 2016), the use of GARCH(1,1) model is one of the common practices to 
obtain the volatilities of any variable. 

4.1.1. ARDL and NARDL models 

As we indicated above, our main empirical analysis uses ARDL proposed by Pesaran & Shin 
(2013) and Pesaran, Shin & Smith (2001) and NARDL proposed by Shin et al. (2014). The main 
advantages of using ARDL framework to investigate the existence of cointegration among 
variables are as follows:  

- It is easier to use because after testing for the existence of long run cointegrating 
interdependencies and establishing the number of lags which will be used in the model, the 
same can be evaluated by means of the OLS model.        

- While Johansen’s approach depends to a great extent on whether we have correctly 
established the order of integration, i.e. the existence of a unit root, the approach by means 
of the ARDL model does not demand the previous establishment of the order of integration. 
Moreover, this approach allows the inclusion of a series with different order of integration, 
i.e. series I(0) and I(1) even in the case when the included series are not cointegrated.     

- Johansen’s approach is based on the use of the VAR model with at least two equations and 
a larger number of coefficients which have to be estimated. The ARDL approach is a single 
equation model with a significantly smaller number of coefficients for estimation. This 
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characteristic of the ARDL approach is particularly important when there is a relatively short 
series as was the case in this analysis of quarterly time series.  

In the ARDL F-Bounds Test for cointegration, the estimated value of the F-statistic is compared 
with two sets of critical values, with upper and lower bounds. If the F-statistic is higher than the 
upper bound, the null hypothesis of no cointegration is rejected. If the value of the F-statistic is 
between the upper and lower bounds, the decision cannot be made. If the value of the F-statistic 
is lower than the lower bound, then the null hypothesis of no cointegration cannot be rejected. 
We use following equations to carry out cointegration tests by using ARDL Bounds testing 
approach:  

First equation for each dependent variable is ARDL(m,n,l,p); second equation is test equation 
and third one is unconstrained error correction model. 

 
 

The null and alternative hypotheses are stated as following:  

H0 : θ5= θ6= θ7 = θ8=0, H1: At least one θ ≠0   
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H0 : β5= β6= β7 = β8=0, H1: At least one β ≠0   

 

H0 : δ5= δ6= δ7 = δ8=0, H1: At least one δ ≠0   

 
 

To implement the nonlinear cointegration (asymmetric cointegration), we use NARDL framework. 
To do this, we first decompose the NARDL model and decompose the changes in any variable 
into two parts to analyse the different impacts of positive and negative changes in that variable 
on dependent variable. Therefore, the positive and negative changes (shocks) in related variable 
are expressed as follows: 
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 𝛿4𝑖𝐿𝑅𝐸𝐸𝑅𝑡−𝑖 +

𝑙

𝑖=0

 δ5𝐿𝐼𝑁𝐷𝑡−𝑖

𝑛

𝑖=0

+ δ6𝐿𝐸𝑋𝑃𝑡−𝑖 + δ7𝐿𝐼𝑀𝑃𝑡−1 + δ8𝐿𝑅𝐸𝐸𝑅𝑡−1 + +𝑤1𝑡                                  (3𝑏) 

𝐿𝐼𝑁𝐷𝑡 = δ0 +   δ1𝑖𝐿𝐼𝑁𝐷𝑡−𝑖

𝑚

𝑖=1

+ δ2𝑖𝐿𝐸𝑋𝑃𝑡−𝑖 + 𝛿3𝑖𝐿𝐼𝑀𝑃𝑡−𝑖 +

𝑙

𝑖=0

 𝛿4𝑖𝐿𝑅𝐸𝐸𝑅𝑡−𝑖 +

𝑙

𝑖=0

δ5𝐸𝐶𝑀𝑡−1

𝑛

𝑖=0

+𝑤2𝑡    (3𝑐)       
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𝑋𝑡
− = ∆𝑋𝑗

− =

𝑡

𝐽=1

 𝑚𝑖𝑛 (∆𝑋𝑗, 0)

𝑡

𝐽=1

 

Where 

𝑋𝑡 = 𝑋𝑡
+ + 𝑋𝑡

−. 

When we use the negative and positive changes in any variable, we can write ARDL equation 
between X and Y as; 

∆𝑌𝑡 = 𝛼0 + 𝛿1𝑌𝑡−1 + 𝛿1𝑋𝑡−1
+ + 𝛿2𝑋𝑡−1

− + 𝛽
𝑖
∆𝑌𝑡−𝑖 + (𝛾𝑖

+∆𝑌𝑡−𝑖
+ + 𝛾

𝑖
−∆𝑌𝑡−𝑖
− ) +

𝑠

𝑖=0

𝑟

𝑖=1

𝜀𝑡 

Based on the above equation, one can compute the long-run effects of positive and negative 

changes in X on Y as−
𝛿2
+

𝛿1
 and −

𝛿2
−

𝛿1
 respectively.  

To test the existence of asymmetric cointegration between X and Y, we test the null hypothesis 

of H0 : 𝛿1 = 𝛿2
+ = 𝛿2

− = 0 or 𝐻0: 𝛿1 = 0.  

First null hypothesis is tested by using FPSS; second one is tested by using tBDM, approaches.  By 
carrying out the Wald tests, we can test the presence of short- run or long-run and/or both 
asymmetric effects of X on Y. The null hypothesis of test of long-run asymmetric effect of X on Y 

is given by 𝐻0 = −
𝛿2
+

𝛿1
 = −

𝛿2
−

𝛿1
. To test the significance of short-run asymmetric effect of X on Y can 

also be examined by testing the null hypothesis of H0 : ∑ 𝛾
𝑖

+ =𝑠
𝑖=0 ∑ 𝛾

𝑖

−𝑠
𝑖=𝑜 . Finally, we examine the 

dynamic multipliers of asymmetric effects. 

4.1.2. GARCH model 

One of common methods used to model conditional volatilities is to use GARCH models. The 
following definition of the GARCH model is according to Tsay (2010). 

If the given series yields 𝑟𝑡 in the time period 𝑡, then the innovation series is 𝑎𝑡 = 𝑟𝑡 − 𝜇𝑡 . 

We say that 𝑎𝑡  follows the GARCH (𝑝, 𝑞) model if 

𝑎𝑡 = 𝜎𝑡𝜖𝑡,    𝜎𝑡
2 = 𝛼0 +∑ 𝛼𝑖𝑎𝑡−𝑖

2𝑝

𝑖=1
+ ∑ 𝛽𝑗
𝑞
𝑗=1 𝜎𝑡−𝑗

2  

where {ϵt} is the series of independent, identically distributed random variables with mean 0 and 

variance 1, α0 > 0, αj ≥ 0, βj ≥ 0  and where ∑ (αi
max(p,q)
i=1 + βi) < 1 .  For i > p  is αi =

0, while for j > q is βj = 0. The constraint on αi + βi results in the unconditional variance of 

innovation 𝑎𝑡 final, while the conditional variance σt
2 varies over time. It is assumed that 𝜖𝑡 has 

standard Student's t-distribution or Generalized error distribution (GED). The coefficients αj and 

βj are named the ARCH and GARCH coefficients. 

The four steps involved in estimating the GARCH model are as follows: 

1. The mean value equation for the yield series (the ARMA model for instance) is 
estimated if the testing shows the existence of serial dependence in the yields.     

2. The mean value equation for the yield series residuals is used to test for the 
existence of the ARCH effect.               
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3. If the ARCH effects are statistically significant, the volatility model is specified and 
the equations of the mean values and volatility are estimated together.       

4. Finally, the adequacy of the obtained model is tested and changes are made if 
required.        

There are numerous extensions of the GARCH model. We used the EGARCH when the GARCH 
model did not provide satisfactory results.  

3.2 Data 

The estimation of the ARDL model was carried out on the basis of quarterly time series in the 
period 2000Q1–2022Q4, and that of the GARCH model on the monthly series in that period. The 
choice of periods was dictated by the fact that there are comparable data for all four countries. In 
the case of Serbia, because of the events during the 1990’s (hyperinflation, years of sanctions) 
the series in the period prior to the year 2000 showed ‘nonstandard’ behaviour in comparison with 
the period before and after those events. For the REER series there was no available data before 
2002 for Serbia. 

The four countries of Central and Eastern Europe were selected as they implemented inflation 
targeting and floating exchange rate regime. 

While modelling the long run relationship between the sample time series, changes in the 
exchange rate regime were included. As presented in Table 1, Poland and Romania did not 
change the exchange rate regime after 2000, and Hungary changed the exchange rate regime 
just before the GFC – in May 2008. In Serbia, the regime was changed after the onset of the GFC 
– in January 2009. Therefore, after the GFC, Poland continued to implement free floating, and 
Romania managed floating and floating, while Hungary and Serbia started to implement managed 
floating. 

Table 1. De facto exchange rate regime in Hungary, Poland, Romania and Serbia 

Country Period  Exchange rate regime 

Hungary 

 

2000/1 – 2008/4 

2008/5 – 2022/12 
 

Peg with horizontal bands 

Managed floating and Floating 

Poland 2000/4 - 2022/12 Free Floating  

Romania 

 

1998/1 – 2017/12 

2018/1- 2022/12 

Managed floating and Floating 

Stabilized arrangement 

Serbia 2002/2 – 2008/12 

2009/1 – 2015/12 

2016/1 – 2022/12 

Mixed Fixed and “Dirty floating” 

Managed floating and Floating 

Stabilized arrangement 

 

The data description is provided in Appendix A (Table 1). The original data is available upon 
request. Deseasonalised time series are used in the log form. Two artificial variables were also 
constructed: first, under the name ‘regime’ for the goal of quantifying the effects of the exchange 
rate regime changes which occurred in Hungary and Serbia; second, under the name ‘crises’ for 
the goal of quantifying the effects of the GFC. 
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5. Results 

5.1 Estimating the ARDL model 

We estimate the three ARDL models for the sample countries over the period from 2000 Q1 to 
2022 Q4.  The F-Bounds Test results show the existence of a long-term relation between the 
REER, exports, imports and industrial production in all observed countries (Table 2). 

Table 2. Cointegration test results 

Estimated Models F-Statistic Significance 
level 

Bound critical 

values 

Conclusion 

   I(0) I(1)  

Panel A: Hungary 

FEXP(EXP/IMP,IND,REER 7.33 1% 3.90 5.04 Cointegration 

FIMP(/IMP/EXP,IND,REER) 5.40 1% 3.90 5.04 Cointegration 

FIND(IND /IMP,EXP,REER) 9.39 1% 3.90 5.04 Cointegration 

Panel B: Poland 

FEXP(EXP/IMP,IND,REER) 4.07 1% 3.91 5.04 Cointegration 

FIMP(/IMP/EXP,IND,REER) 8.73 1% 3.90 5.04 Cointegration 

FIND(IND /IMP,EXP,REER) 7.46 1% 3.60 4.79 Cointegration 

Panel C: Romania 

FEXP(EXP/IMP,IND,REER) 6.74 1% 3.60 4.79 Cointegration 

FIMP(/IMP/EXP,IND,REER) 4.97 1% 3.65 4.66 Cointegration 

FIND(IND /IMP,EXP,REER) 4.91 1% 3.65 4.66 Cointegration 

Panel D: Serbia 

FEXP(EXP/IMP,IND,REER) 8.15 1% 3.60 4.78 Cointegration 

FIMP(/IMP/EXP,IND,REER) 9.31 1% 3.90 5.04 Cointegration 

FIND(IND /IMP,EXP,REER) 8.90 1% 4.05 5.09 Cointegration 

 

In the case of Poland (FIND(IND/IMP,EXP,REER)) and Romania FEXP(EXP/IMP,IND,REER) 
there is no linear cointegration between industrial production and other variables and exports and 
other variables respectively. Therefore, NARDL was estimated. The results are presented in 
Table 2. Additional NARDL results are below and include long-run symmetry test results and 
dynamic multipliers effects.  

Table 3. NARDL – Symmetry test results for Poland 

Test statistics Value p-value 

WLR 24.52  7.33e-07 
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Figure 1. Cumulative Dynamic Multiplier for Poland: LPOLIMP on LPOLIPI 

 
 

Red line presents the asymmetric effects. Since there is no asymmetry in the short-run, 
asymmetry is zero in the short-run. But in the long-run it is significant as positive shocks dominate 
the negative shocks and the multiplier approaches the long-run positive shock value. 

 

Table 4. NARDL – Symmetry test results for Romania 

Test statistics Value p-value 

WLR 25.47 4.47e-07 
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Figure 2. Cumulative Dynamic Multiplier for Romania: LROMREER on LROMEXP 

 
 

Since there is no significant positive REER shocks, the multiplier is zero. But, since the coefficient 
of negative shock is negative, negative REER shocks are creating positive effects on exports and 
the multiplier approaches its long-run positive value. 

Table 5. Granger causality results 

Dependent variables Sources of causation 

 Short-run Long-run 

Panel A: Hungary 

 
∆𝐸𝑋𝑃 ∆𝐼𝑀𝑃 ∆𝐼𝑁𝑃 ∆𝑅𝐸𝐸𝑅 ECT(-1) 

∆𝐸𝑋𝑃 
-  0.16 

(0.2807) 

 0.4499 

(0.3281)  

 0.01 

(0.1845) 

-0.23** 

(0.0805) 

∆𝐼𝑀𝑃 
-0.49 

(0.3381) 

- 0.56* 

(0.3072) 

0.01 

(0.1728) 

-0.13*** 

(0.0754) 

∆𝐼𝑁𝐷 
-0.40 

(0.3487) 

0.10 

(0.2711) 

- 0.06 

(0.1728) 

-0.17*** 

(0.0777) 
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Panel B: Poland 

 
∆𝐸𝑋𝑃 ∆𝐼𝑀𝑃 ∆𝐼𝑁𝑃 ∆𝑅𝐸𝐸𝑅 ECT(-1) 

∆𝐸𝑋𝑃 
- 0.10  

(0.2177) 

0.31 

(0.2062) 

0.15 

(0.1352) 

-0.02*** 

(0.0561) 

∆𝐼𝑀𝑃 
-0.44** 

(0.2238)  

- 0.52*** 

(0.2058) 

0.28** 

(0.1349) 

-0.02***  

(0.0056) 

∆𝐼𝑁𝐷 
-0.20 

(0.1634) 

0.03 

(0.1587)  

- -0.07 

(0.0985) 

-0.01*** 

(0.0040) 

Panel C: Romania 

  ∆𝐸𝑋𝑃 ∆𝐼𝑀𝑃 ∆𝐼𝑁𝑃 ∆𝑅𝐸𝐸𝑅 ECT(-1) 

∆𝐸𝑋𝑃 
- 0.16 

(0.1804) 

-0.30 

(0.2615) 

0.09 

(0.2870) 

-0.03*** 

(0.0177) 

∆𝐼𝑀𝑃 
-0.04 

(0.1910) 

- -0.30 

(0.2594) 

0.25 

(0.2847) 

-0.0452** 

(0.0175) 

∆𝐼𝑁𝐷 
0.00 

(0.1304) 

0.06 

(0.1222) 

- -0.15 

(0.1944) 

-0.03*** 

(0.0120) 

Panel D: Serbia 

 
∆𝐸𝑋𝑃 ∆𝐼𝑀𝑃 ∆𝐼𝑁𝑃 ∆𝑅𝐸𝐸𝑅 ECT(-1) 

∆𝐸𝑋𝑃 
- -0.22 

(0.1032) 

0.08 

(0.2296) 

0.16** 

(0.2633) 

-0.45** 

(0.1151) 

∆𝐼𝑀𝑃 
0.25 

(0.1974) 

- -0.07 

(0.3092) 

0.29 

(0.3546) 

-0.19 

(0.1313) 

∆𝐼𝑁𝐷 
0.08 

(0.0918) 

-0.07 

(0.0646) 

- 0.37** 

(0.1649) 

-0.34*** 

(0.1324) 

Notes:***, ** and * indicate that the null hypothesis of no causation is rejected at the 1%, 5% and 10% 
significance levels, respectively. 
The numbers in parentheses are standard errors. Δ is the first difference operator. 
The number of appropriate lag is one according to Akaike information criterion.  

Causality tests results also indicate the existence of short-term and long-term causal relations 
between REER and other variables providing evidences that our ARDL and NARDL results are 
robust. Regarding Hungary all variables do Granger cause exports, imports and industrial 
production in the long-run. In the case of Poland there is a long-run causality between industrial 
production and other variables. As for Romania the results indicate long-run causality between 
industrial production, imports and exports and other variables. Regarding Serbia all variables do 
Granger cause industrial production and exports in the long run.  

5.2  Estimating the GARCH model 

The volatility of the monthly log yields for the REER time series was estimated by means of the 
GARCH (1,1) and EGARCH models. The estimated volatility is presented in figures 3 and 4. 
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Figure 3. Estimated volatility by the GARCH(1,1) model 

 
Source: The authors. 

Figure 4. Estimated volatility by the EGARCH model 

 

Source: The authors. 

Obviously, Poland experienced greater REER volatility than the other countries, as well as more 
the frequent appearance of extreme values for the REER. Romania experienced smaller volatility 
of REER. Tables 6 and 7 show the summary statistics of volatility by country for the periods before 
and after the GFC. 
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Table 6. Summary statistics of volatility by country GARCH 

 

Source: The authors. 

Table 7. Summary statistics of volatility by country EGARCH 

 

 

Source: The authors. 

After the GFC, the values for the GARCH were the highest for Poland and Hungary. In contrast, 
they were significantly lower for Romania and Serbia. Tables 6 and 7 indicate that the obtained 
results are similar for both GARCH and EGARCH models. Figures 5 and 6 present a boxplot of 
the monthly values for the estimated volatility of REEF by country and exchange rate regime and 
by country for the periods before and after 2009, respectively.  

|country_name |type  |period      | min|   q1| median|   q3|  max| 

|Hungary      |GARCH |Before 2009 |   0| 0.00|   0.01| 0.02| 0.05| 

|Hungary      |GARCH |After 2009  |   0| 0.00|   0.00| 0.01| 0.03| 

|Poland       |GARCH |Before 2009 |   0| 0.00|   0.00| 0.01| 0.07| 

|Poland       |GARCH |After 2009  |   0| 0.00|   0.00| 0.00| 0.01| 

|Romania      |GARCH |Before 2009 |   0| 0.01|   0.02| 0.03| 0.05| 

|Romania      |GARCH |After 2009  |   0| 0.00|   0.00| 0.00| 0.01| 

|Serbia       |GARCH |Before 2009 |   0| 0.01|   0.04| 0.05| 0.12| 

|Serbia       |GARCH |After 2009  |   0| 0.00|   0.00| 0.00| 0.01| 

|country_name |type   |period      | min|   q1| median|   q3|  max| 

|:------------|:------|:-----------|---:|----:|------:|----:|----:| 

|Hungary      |EGARCH |Before 2009 |   0| 0.00|   0.01| 0.02| 0.05| 

|Hungary      |EGARCH |After 2009  |   0| 0.00|   0.00| 0.01| 0.03| 

|Poland       |EGARCH |Before 2009 |   0| 0.00|   0.00| 0.01| 0.04| 

|Poland       |EGARCH |After 2009  |   0| 0.00|   0.00| 0.00| 0.01| 

|Romania      |EGARCH |Before 2009 |   0| 0.00|   0.02| 0.03| 0.05| 

|Romania      |EGARCH |After 2009  |   0| 0.00|   0.00| 0.00| 0.00| 

|Serbia       |EGARCH |Before 2009 |   0| 0.01|   0.04| 0.05| 0.12| 

|Serbia       |EGARCH |After 2009  |   0| 0.00|   0.00| 0.01| 0.03| 

min - Minimum (Q0 or 0th percentile) 

q1 - First quartile (Q1 or 25th percentile) 

median - Median (Q2 or 50th percentile) 

q3 - Third quartile (Q3 or 75th percentile) 

max - Maximum (Q4 or 100th percentile) 
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Figure 5. Comparing volatility by country and exchange rate regime 

 

Source: The authors. 

Figure 6. Comparing volatility by country for the periods before and after 2009 

 

Source: The authors. 
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Tables 8 and 9 present the average and median values of the quarterly growth rates of exports, 
imports and industrial production for the periods before and after the onset of the GFC.  

Table 8. Comparing the average values of the growth rates before 2009 

Country 
Export 
(mean) 

Import 
(mean) 

Production 
(mean) 

Export 
(median) 

Import 
(median) 

Production 
(median) 

Hungary 11.94 10.75 5.80 13.23 11.47 6.71 

Poland 8.83 8.25 6.54 9.87 10.04 7.23 

Romania 9.38 17.62 3.39 9.34 16.64 2.31 

Serbia 17.75 25.28 2.07 15.11 18.36 2.78 

Source: The authors. 

Table 9. Comparing the average values of the growth rates after 2009 

Country 
Export 
(mean) 

Import 
(mean) 

Production 
(mean) 

Export 
(median) 

Import 
(median) 

Production 
(median) 

Hungary 5.10 5.13 4.03 5.56 5.84 4.62 

Poland 6.63 6.05 6.07 6.50 6.61 5.84 

Romania 8.33 7.91 5.63 7.00 8.94 4.07 

Serbia 9.02 6.15 1.89 8.23 6.99 2.78 

Source: The authors. 

High REER volatility in Poland with free floating exchange rate regime did not impact negatively 
the growth of industrial production and exports. Conversely, REER was an important adjustment 
mechanism to mitigate negative exogenous shocks, allowing Poland to avoid significant fall in 
exports and industrial production following the GFC. The decrease in exports and industrial 
production was recorded only in 2009. As for the effects on exports, the same applies to Hungary 
which experienced slightly lower REER volatility in comparison to Poland with the chosen 
managed floating and floating regime after the onset of the GFC. However, the fall in industrial 
production after the emergence of GFS in 2009 was higher than in Poland (see Figure 3 and 
Appendix A). Contrary to that, low REER volatility in the period after the GFC, with the chosen 
managed floating regime and stabilized arrangement, was followed by the lowest growth rates for 
industrial production in the case of Serbia (Table 6). Mainly, this reflected Serbia’s high and long-
term dependence on import components. 

6. Conclusion 
After the onset of the GFC, the issue of choice of the optimal exchange rate regime was again 
one of the most important ones for EME. Such a choice should be based, among other things, on 
quantifying the influence of the REER on the real sector of the economy. On the basis of the 
estimation of the REER’s influence on industrial production, exports and imports in four EME with 
targeted inflation which, after the onset of the GFC, implemented one of two variants of the floating 
exchange rate regime, we reached several conclusions. Based on the Bounds tests, we can 
conclude that after 2000, there are evidences of long-run relationships among the REER, 
industrial production, exports and imports in four countries - Hungary, Poland, Romania and 
Serbia. These results confirm that there is a relationship between REER and industrial production, 
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exports and imports (Auboin & Ruta (2011), Chaudhary, Hashmi & Khan (2016), Alam & Qazi 
(2012), Sugiharti, Esquivias & Setyorani (2020)). We also point out that results are mixed 
depending on the exchange rate regime (free floating vs. managed and floating exchange rate). 
Short-term and long-term Granger causality tests support the view that REER is one of the key 
factors affecting the industrial production, exports and imports.  

The estimation of the GARCH and EGARCH models shows that REER volatility was the highest 
in Poland and the lowest in Romania and Serbia. High REER volatility in the selected free-floating 
regime in Poland was an important adjustment mechanism to mitigate negative exogenous 
shocks, allowing Poland to avoid significant fall in exports and industrial production following the 
GFC. As for the effects on exports, the same applies to Hungary which experienced slightly lower 
REER volatility in comparison to Poland with the chosen managed floating and floating regime 
after the onset of the GFC. Contrary to that, low REER volatility in the period after the GFC, with 
the chosen managed floating regime and stabilized arrangement, was followed by the lowest 
growth rates for industrial production in the case of Serbia. Therefore, high REER volatility in 
countries with targeted inflation could serve as an absorber of negative external shocks during 
the crisis by stimulating the growth of exports and industrial production. These results could be 
useful for selecting optimal exchange rate regime under inflation targeting by supporting industry 
growth and international trade in CEE countries. Further research could be directed towards 
examining the influence of the REER on disaggregated sectoral data for industrial production, 
export and import in selected EME. 
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